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Introduction

The articles in this volume are based on papers and posters presented at the Olomouc
Linguistics Conference (OLINCO) at Palacky University in the Czech Republic in June
2018. This conference welcomed papers that combined analyses of language structure
with generalizations about language use. The essays here represent, we think, the best
of the conference contributions. All these papers have been doubly reviewed, with one
reviewer always external to Palacky University, and revised on the basis of these reviews.
The sections in the Table of Contents have been determined by their subject matter rather
than by a priori “areas.” What follows is the briefest of synopses of each of the papers,
grouped into the areas reflected in the Table of Contents.

Part I. Micro-syntax: The Structure and Interpretation of Verb Phrases

In the opening paper, Michaela Cakanyova focuses on exceptional cases of English
to-infinitives that express Realis Mood. While the majority of English full infinitives
appear to report Irrealis states of affairs such as wishes, hypothetical conditions or
orders, this default interpretation can be overridden under specific conditions that involve
complement selection by a small number of predicates with an inherent lexical Assertion
feature. Realis infinitives never occur as adjuncts or main clauses.

In his contribution, Tamas Csontos proposes that not only transitive but also in-
transitive verbs (with an external argument) can undergo passivization in English, just
as in German or Dutch. While passives obligatorily involve subject demotion, the author
claims that object promotion is not essential in English. At night there will be dancing
realizes an intransitive passive. Thus, -ing here has the same properties as the passive
-ed/-en in transitive passives; only their distributions differ.

Chang Liu argues for a non-uniform syntactic analysis of two subtypes of Exis-
tential Constructions in Mandarin Chinese. Based on their differences and similarities in
terms of syntactic structures and semantic interpretation, it is argued that one is structur-
ally two-ways ambiguous between a PredP structure and a cleft structure, whereas the
other only has a cleft structure.

Mark Newson’s paper argues that the accusative case assigned to the subject of
the acc-ing gerund is the unmarked case of the DP domain, assuming Baker’s Dependent
Case Theory framework. The acc-ing gerund is mainly clausal in its internal structure,
but has the status of a DP that untypically contains no NP. This is what allows the un-
marked case to emerge, since in the presence of an NP a dependent genitive case would
be assigned in the Specifier of a DP.

The contribution by Krisztina Szécsényi and Tibor Szécsényi discusses a specific
pattern of Hungarian object agreement (-/ak agreement) and argues that it is not restricted
to transitive verbs but to accusative environments in a broader sense. Based on parallels
with reflexives, it argues for a pragmatic basis for it, resulting in participant-oriented
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relational agreement (PORA). The analysis is derived via the permissive constructions
of Hungarian showing parallels with passive infinitives cross-linguistically.

Marta Tagliani investigates how Italian-speaking children acquire the logical
concept of Double Negation. Children between 3;10-8;2 were tested both in compre-
hension and production of double negation sentences. The data provide evidence of an
initial negative concord interpretation of all multiple negative structures, probably due
to children’s limited working memory. Italian children then master the Law of Double
Negation by age 7;3.

In this section’s final paper, Guido Vanden Wyngaerd investigates three instances of
locative-directional (LOC/DIR) alternation: traditional adverbs like here and there, locative
prepositions in combination with motion verbs, and locative Ps which become directional
if the complement of P moves. They all behave distributionally like either locative or
directional PPs. Their features stand in a containment relationship, i.e. directions contain
locations. Their distributions can be explained as an application of the Superset Principle.

Part II. Micro-syntax: Word-Internal Morphosyntax in Nominal Projections
The joint paper by Anna Cardinaletti and Giuliana Giusti addresses the parametric
variation found in possessive systems of different Italian dialects. Lexical variation oc-
curs in the possessive forms available (clitics, weak and strong possessive pronouns)
and the different properties of kinship terms and common nouns. The tripartite division
of pronouns of Cardinaletti and Starke (1999) is extended to possessives and to the dif-
ferent lexical properties of kinship terms and common nouns.

Joseph Emonds investigates where English Sibilant Plurals come from. Very
early in Middle English, orthographic -(e)s replaces the Old English default “weak”
plural -(e)n. This essay first shows that -(e)s must be lexically specified as +Voice and is
not due to assimilation. It then argues this voiced -z comes from the genealogical ances-
tor of Middle English, Proto-Scandinavian, whose most prominent plural is -z (Haugen
1982). The later Scandinavian change of -z to - failed to establish itself in the Anglicized
Norse of England, due to sociolinguistic factors.

The contribution by Anders Holmberg and Qi Wang deals with roots, categorizers
and reduplication in Xining Chinese. In Xining Chinese free nouns are always redupli-
cated, as an obligatory rule with no semantic effect, while bound nouns are optionally
reduplicated in some contexts. The authors argue that the reduplication is derived by
copying of the phonological features of the a-categorial root by a null categorizer. This
analysis is shown, with extensive data, to correctly predict every occurrence of redupli-
cation in this language.

In the final paper of this section, Leonardo Savoia, Benedetta Baldi and M. Rita
Manzini address the asymmetric occurrence of sigmatic, nasal and -i plural inflections
in the DP and in the sentence in some Rhaeto-Romance and North-Lombard varieties
of Italian. The authors argue that these asymmetries are (i) restricted to the feminine -a
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because of the mass/plural properties of Romance -; and (ii) connected to the referential
properties of the lexical elements and to the phasal organization of the sentence, which
distinguishes phasal heads from their complement.

Part III. Macro-syntax: Structure and Interpretation of Discourse Markers
and Projections

Based on discourse binding facts in Formosan languages, the paper by Yi-ming Marc
Chou proposes that the typological distinctions regarding language-particular sensitivity
to Voice for A’-extraction of external arguments can be attributed to the parameter setting
of a [TOP] feature on DPs. This conclusion is supported by data from relevant construc-
tions, like unselective-binding, successive-cyclic DP movement, and A’ dependency.

The contribution by Mojmir Do¢ekal and Iveta Safratova reports results of an
experiment designed to map the semantic and pragmatic properties of a Czech strong
negative polarity item ani “not even” and of a positive polarity scalar particle i “even”.
The results of the experiment support the scope approaches to “even-type” of expressions
in natural languages, and suggest arguments against the ambiguity approaches to even.

The paper by Eszter Karpati, Anita Bagi, Istvan Szendi, Lujza Beatrix Toth,
Karolina Janacsek, and Ildik6 Hoffmann aims to demonstrate that the occurrences of
recursion in narrative and dialogue discourse of a person with schizoaffective disorder,
both at the syntactic and pragmatic levels, reflect known deficits of linguistic functions
in an acute phase. The case study describes language usage in an acute relapse. The
appearances of recursive structures were examined in spontaneous speech tasks and in
an interview.

In his contribution, Taisuke Nishigauchi claims that the concealed question, as well
as the specificational sentence, derives from what he calls the Functional Noun Phrase.
The head FuncN denotes a relation between two arguments; the outer argument delimits
the semantic domain (range) of FuncN, and the inner argument exhaustively specifies the
semantic domain of FuncN delimited by the outer argument. The paper explores some
intricate issues related to movement to Spec(FocP).

Janusz Malak focuses on parameters as variants of principles within the Principles
and Parameters approach and word order typology. Word orders are believed to be modi-
fied variants of one basic word order, which appears to be at odds with the minimalist as-
sumption that PF passively reflects the results of all the derivational operations obtaining
within narrow syntax, and it also seems too deterministic in light of data coming from
different languages. The author postulates that the stringent minimalist theorising should
be loosened by transferring part of the derivational labour from narrow syntax to PF.

Ana Ojea discusses the grammatical phenomenon of Locative Inversion and ex-
plains the differences between English and Spanish in this construction in terms of
a Discourse Intentional feature [DI], which is valued by a locative phrase. This feature
is an EPP feature in Spanish but not in English. She also approaches the conflict between

13



computational economy and interface economy in context-sensitive sentences, as well
as empirical consequences that follow from this.

This section closes with a contribution by Anna Szeteli, who, like several other
authors in this volume, presents the findings of experimental research. She focused on
the functions of a Hungarian discourse marker /dt, specific to spontaneous speech. The
marker can only be adequately interpreted in discourse contexts. So it was embedded in
a read-out experiment and was analyzed by Praat. The pragmatic/semantic properties
of the marker were defined in a representationalist dynamic in a pragmatic/semantic
framework called ReALIS (Reciprocal And Lifelong Interpretation System).

Part IV. Empirical Approaches to Contrastive Linguistics and Translation
Studies

The first three contributions in this section are contrastive studies of German and
other languages. In the first paper, Bettina Fetzer and Anne Weber focus on complex
hyphenated words in English and German, analysing 100 examples for each language
extracted from different corpora and comparing their respective characteristics.
In a further step, they discuss such structures in terms of a specific challenge for
translators, all whilst taking into consideration French and Italian as additional target
languages.

In their contribution, Volker Gast and Vahram Atayan provide a contrastive analy-
sis of adverbials of immediate posteriority in French and German, specifically tout de
suite, immédiatement, gleich, and sofort. They show that by carrying out multi-variate
analyses of richly annotated data, it is not only possible to determine the distribution of
the individual adverbials under investigation but also to compare systems of encoding
immediate posteriority and understand the underlying semantic ecologies, e.g. in terms
of markedness relations.

In her paper, Marie Krappmann uses a comparative approach in order to focus
on two linguistic argumentation signals: the causal connector zumal and the phrase da
ja in German and their counterparts in Czech. The analysis is based on two assump-
tions: first, the linguistic construction of arguments has an essential impact on their
identification and potential (Anscombre 1983; Ducrot 1993; Atayan 2006); second,
the argumentation structures are one of the parameters of equivalence in translation
(Atayan 2007).

The section concludes with two contrastive studies of English and Czech. The con-
trastive corpus-based study by Tomas Novotny and Markéta Mala investigates English
and Czech general extenders (e.g. or something (like that) / nebo neco (takovyho), and
stuff (like that) / a tak(ovy veci)) from both formal and functional perspective, offering
an overview of the largely unexplored Czech structures. A close qualitative analysis
of some of the collected general extenders reveals that English and Czech GEs have
a similar functional load.

14



Denisa Sebestova and Markéta Mala explore the expression of time in Eng-
lish and Czech children’s fiction using data-driven methods based on n-gram extrac-
tion. While n-grams proved to be a useful starting point in cross-linguistic analysis,
highlighting typological characteristics of the languages, the study suggests that more
flexible units may be needed for exploring the means of expressing time. The authors
propose relying on patterns which are based on partly lemmatised frequent n-grams
and admit some variation.

We hope that all readers will find several papers here to be of interest to them and their
fellow researchers. It was both challenging and gratifying to organize and participate in
the conference in person, and now we want to extend the challenges and the results of
this linguistics forum to a wider audience of those who can participate via the written
word, which was, after all, invented by our species so that the pleasures and benefits of
speech and hearing could be extended to the widest possible audience.

Joseph Emonds and Markéta Janebova
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English Marked Infinitive
Expressing Realis Mood

Michaela Cakanyova

Palacky University, Olomouc, Czech Republic
michaela.cakanyova@upol.cz

Abstract: In the majority of cases, the English infinitive expresses “Irrealis”. A formal
implementation of this general pattern is worked out in Wurmbrand (2012) and certain
aspects are further analyzed in Cakanyova and Emonds (2017). However, some English
infinitives are clearly “Realis”. These exceptions to the rule include complementation of
several categories of verbs and adjectives that have some distinct features. What all these
categories seem to share is the way they get selected as complements of closed classes of
elements. Also, the governing verbs or adjectives are —Agent. They are all truly exceptional
to the vast number of irrealis infinitival uses. The paper argues that in the case of some
verbs, they have a feature that requires the complement to be realis and this Ass(ertion)
feature of the selecting category head, similar to Zubizaretta’s (2001) Assertion operator
present in finite factive complements, overrides the irrealis feature of the infinitive.

Keywords: realis; irrealis; infinitive; perception verbs; selection

1. Introduction

The English infinitive generally serves as an “Irrealis” marker, i.e. as something
expressing “possible future” (Stowel 1982), “vague futurity” (Wierzbicka 1988),
“potentiality” (Quirk 1985), “possible movement leading to the actualization” (Duffley
20006), or “targeted alternative” (Egan 2008). It may even serve as an alternative to other
irrealis moods, namely the imperative and the conditional mood in special constructions
and contexts. Other typical usages of the English infinitive include subjects or topics,
complements of certain verbs and adjectives and they also form adjuncts (the infinitive
of purpose and of result). In clear majority, the infinitive expresses some unrealized
event, i.e. irrealis.
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ENGLISH MARKED INFINITIVE EXPRESSING REALIS MOOD

There are, however, a few exceptions, when the infinitive appears in constructions
that are undoubtedly “Realis”. First, we are going to go over all the possible occurrences
of the English infinitives and their irrealis meaning. Then, we are going to contrast these
with the realis interpretations. We will try to shed some light on these particular examples
and explain the syntactic and semantic reasons for these marginal cases.

2. Infinitive as Irrealis Mood
2.1 Infinitive Used as Imperative and Conditional Mood
There is some similarity between the imperative and infinitive that makes these two
moods comparable; neither of them typically expresses the subject overtly. Zwicky
(1988, 438) even uses the term “bare imperative” instead of the imperative “because
they lack visible subjects — have an ‘understood you’ subject”. In English, the subject is
understood as second person singular or plural.

We can often rephrase an imperative phrase using an infinitival phrase.

(1) (a) Use this twice a day.
(b) (This is) To be used twice a day.

A comparison of the imperative with the infinitive appears already in Jespersen
(2006, 472), who noticed their similarity: “As the imperative is formally identical with
the infinitive, it may by the actual speech instinct be felt as such”. This claim is supported
also by the fact that embedded imperatives become infinitives (cf. Emonds 2000).

(2) (a) Go to school!
(b) My mother told me to go to school.

There are, of course, formal differences between these two moods. The imperative as
opposed to infinitive uses do support for example when negated or for an emphasis.
From the above it is clear that the imperative and infinitive in English express hypo-
thetical action, something that should or will be, i.e. irrealis mood.

Infinitives can further appear as a part of a conditional sentence; that is as
the part where the conditions are stated. The conditional clause is grammatical as
long as the infinitive is the topic of the main clause.! They take the position of the

1 According to Emonds (2015) the infinitival subjects (topics) are possible only as CPs (“ver-
bal clauses”) and never as DPs; they are actually in a topicalized, pre-subject position. Haiman
(1978) interestingly introduced conditional (if) clauses themselves as also topics in the sense of
topic-comment or old-new information or, as he calls it, a “framework” for the discourse. And
since the infinitival clauses can take the place of conditional clauses in English, they are most

likely topics as well.

20



MICHAELA CAKANYOVA

subordinate clause either as a real future (3), or unreal present (4) condition or as
unreal past condition (5).

(3) To tell him will result in a disaster.
(4) Not to tell him would be wrong.
(5) To have warned him would have been less cruel.

In English, the infinitive can be used for conditional clauses because it does not refer to
any specific event or action anchored in time. It expresses only a potential (conditional)
reality.

2.2 Infinitive in Main Clauses

Even though infinitives are typically subordinate clauses, there are instances where
they can be categorized as main clauses because there is no other (finite) predicate
present. This category includes indirect directives or titular use of why plus fo-infinitive,
exclamatory or optative clauses and infinitival interrogatives.

2.2.1 Indirect Directives

In the case of what we propose to call indirect directives, there is typically wh- plus
negation present and the sentence can be interpreted using the word should which is
typical for advice.

(6) (a) Why not go to the beach?
(b) Why not do it?
(c) Why do it?

Example (6a) and (6b) can be rephrased as We/I/You should go to the beach / do it.
Example (6¢) can be also best rephrased using the word should; however, there is
then no negation and the meaning is not a directive but is still a question: Why should
anybody do it? This is a softer way of saying: Don t do it. It is an alternative to a direct
directive with imperative (also irrealis) mood.

2.2.2 Optative Infinitives
Optative infinitival clauses express some kind of wish or longing.

(7) (a) Oh, to be in Paris again.

(b) Oh, to be rich.
(c) Not to worry.
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ENGLISH MARKED INFINITIVE EXPRESSING REALIS MOOD

They can be rephrased by using the optative verb wish. The example (7a) would
be I wish I were in Paris and I want to be rich. In case of the exclamatory idiom (7c¢) it
is rarely found with a verb other than worry, and it can be rephrased by using the verb
should or the imperative: You shouldn t worry / Don t worry. Both cases are irrealis as
they do not express facts but rather hypothetical situations.

2.2.3 Polar Echo Constructions
Polar echo constructions (Huddleston and Pullum 2002, 1187) express a wonderment
or disbelief over something that is supposedly going to happen. These small clauses are
considerably accompanied by a rising intonation and frequently followed by an adjec-
tive expressing a further disbelief.

(8) (a) Peter pass the test? Impossible.
(b) *Peter have passed the test?

In case of example (8a), the alternative full version is It is not likely that Peter passes
the test. This means that for the speaker the proposition is irrealis. They cannot appear
with past infinitive (8b) relating to something that has already taken place as this would
conflict with their irrealis feature of pointing towards the future.

The infinitive in main clauses in each of the above subsections expresses irrealis
mood through a directive, wish, and disbelief respectively.

2.3 Infinitives as Subjects

As a verb phrase an infinitival clause can be in the function of a subject just like a finite
clause. The subjecthood typically entails pre-verbal position and “default agreement”
with the verb. The infinitive can precede the predicate (9).

(9) To err is human.
(10) It is human to err.

Because of the information structure, the infinitive (focus) is often extraposed, and the
subject position is filled by the expletive dummy subject it (10) (Rosenbaum 1974). As
a subject, the infinitive frequently co-occurs with other irrealis modality markers. “The
situation described in the infinitival is often merely potential rather than actualized, and
this is reflected in the frequent occurrence of the infinitival in construction with would
be, where the corresponding non-mandative finite has if, not thar” (Huddleston and
Pullum 2002, 1254)

The infinitive as (topicalized) subject seems to always express a non-realization
either with or without conditional coloring.
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2.4 Infinitives as Adjuncts

The infinitive can have a function of an adjunct expressing various things like purpose
or it can replace a relative clause. In these cases, it quite clearly preserves its inherent
irrealis feature.

2.4.1 Infinitive of Purpose

The infinitive of purpose is always a fo-infinitive because adjuncts must be maximal
projections, i.e. a VP in the sense of Emonds (2000, 13), and it seems to be the particle
to that is responsible for the futurity (irrealis) reading. The subject of the main clause
is typically the agent of the non-finite clause and the clause can be rephrased using the
phrase in order to. It would be an example of an adjunct or a “higher” purpose clause.

(11) John, did it PRO, to see what happens.

But the subject of the infinitive of purpose can be co-referential with the object of the
matrix clause (12). In this example it is a lower purpose clause and the infinitive can
even have an overt subject introduced by the preposition for (13).

(12) We gave John,anumber PRO, to call Mary at.
(13) Jim bought a book for Jane to read to the children.

With the infinitives of purpose, it is clear that there is a pointing towards some future
desired or planned goal or purpose. That is why we cannot use the perfect infinitive in
such a construction but only the present infinitive.

(14) (a) *John skipped the last question to have finished the test in time.
(b) *Mary confessed to the crime to save avoided the capital punishment.

So, the infinitive here expresses futurity or modality, it seems that futurity is one of the
basic properties of the to-infinitive.

2.4.2 Infinitival Relatives

An adjunct infinitival clause can replace a defining relative clause. There are two basic
types of infinitival relative clauses because “integrated relatives may have infinitival
form, with or without a relative phrase” (Huddleston and Pullum 2002, 1067). The
former type has to comply with two conditions, firstly the relative phrase must consist
of a preposition followed by an NP and secondly there can be no subject expressed.

(15) She is the ideal person in whom _ to confide.
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(16) The best place from which _ to set out on the journey is Aberdeen.
(Huddleston and Pullum 2002, 1067)

The second type are “non wh-relatives”, which are infinitival relatives without a rela-
tive phrase, and these form a wider group that allows variations of structures, especially
with the ordinal numbers and superlatives. The subject of infinitival relatives can have
a general arbitrary reference, or in case of infinitival relatives they also allow overt
subjects introduced by the subordinator for (18).

(17) The first to finish will get a cake.

(18) The dilemma for you to consider is going abroad or staying here.

It is the case of both types of infinitival relatives that the role of the infinitive is the
same as of a modal, can, should or of the auxiliary for future tense will, i.e. irrealis. All
the above examples can be paraphrased using these modals or auxiliaries.

(19) She is the ideal person in whom you can confide.

(20) The best place from which you should set out on the journey is Aberdeen.

(21) The first who will finish, will get a cake.

(22) The dilemma that you should consider is going abroad or staying here.

These data support our claim that the usage of the infinitival relative is regularly and
predictably irrealis.

2.5 Infinitives as Complements

Infinitives serve as complements to heads of phrases, mainly verbs and adjectives. If
the infinitive serves as a complement, then the infinitival marker o expresses its modal
reading.

2.5.1 Verbs
Intransitive verbs taking the infinitive as their complement can be divided into four
groups: verbs of desire (want and like) (23), verbs of effort (try and attempt) (24), verbs
of probability (seem and tend) (25), and aspectual verbs (begin) (26) (Biber and Quirk
2012, 705).

(23) I want/intend/desire to go home.
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(24) Jane tried/attempted to study English.
(25) Jim seems/tends to be oversensitive.
(26) John started/began to cook the dinner.

All of these usages of infinitives as complements express something which is only
about to happen or is not certain, and thus express a certain feature of futurity or put
more generally, irrealis modality.

2.5.2 Indirect Questions

The distribution of interrogative finite and non-finite clauses is similar to other types
of clauses. Both finite and infinitival complements of interrogatives are to be found in
similar environments.

(27) (a) We don’t know whether to leave.
(b) We don’t know whether we should leave.

(28) (a) He decided what to eat.
(b) He decided what he would eat.

Interrogative infinitival phrases can be paraphrased with finite clauses with a modal
element in them and thus the infinitive fulfills the role of the modal auxiliary by
expressing a level of uncertainty and futurity, namely they are always irrealis.

2.5.3 Adjectives

Infinitival complementation of most adjectives needs the irrealis feature of the infini-
tive to persist. This group involves for example the ADJ scared which is not factive.
This is the reason why the adjective scared does not enter any factive contexts not
even with gerund, where the meaning is hypothetical. It is not even possible to use past
infinitive as a complement of this adjective.

(29) (a) Iam scared of travelling in Africa.
(b) *I was too scared to have stayed in Africa.

There are at least two types of infinitival complements of ADJ. According to Rosenbaum
(1974, 189) there is a distinction between a prepositional noun phrase (30) and a verb

phrase (31) complement adjectives.

(30) I am scared of leaving home.
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(31) We are likely to leave the country.

This distinction is explicable through the means of syntactic properties of these two
types of adjectives. Some adjectives have the ability to raise the agent of the infinitive
into the position of the subject of the matrix clause (31). These raising to subject adjec-
tives are few in number, and regarding factivity they do not express any and therefore
the infinitival complement retains its irrealis feature. The other, subject control, adjec-
tives (30) are typically non-factive but in some marginal cases they can be also factive
(see 3.3).

3. Infinitives with Realis Meaning

We have seen many different uses of infinitival clauses were the fo-infinitive has an
inherent irrealis feature and is thus incompatible with a factive meaning. The sheer
volume of the subsections in section (2) points to the fact that the irrealis mood is
a default feature of the fo-infinitive.

Now, we are going to have a look at the very few exceptions to the rule among
adjectival and verbal complementation. The common denominator is that all these
instances are examples of selection. Other than with selected complements, the adjunct
infinitive of result also proves to express certain realis meaning.

3.1 Completion Verbs

There are certain verbs that have the inherent realis feature that overrides the infinitival
irrealis in their complement. These verbs, that we decided to call “completion verbs”,
are very few in number, which indicates that they are closed class elements. An illustra-
tion is the phrasal verb furn out and the verb happen used in the meaning: I happen to
know him.

These verbs do not have an agent; their subject is typically not theta marked by the
matrix predicate. These verbs belong to the category of raising to subject verbs where
the subject of the matrix clause is theta marked by the infinitival VP; the subject is the
agent of the infinitive. Just like regular raising to subject verbs, the completion verbs
can also appear in idiomatic expressions (32), their matrix negation results in the same
reading as the negation of the subordinate clause (33) and when the infinitive is passiv-
ized, there is no change of meaning (34).

(32) The cat turns out to be out of the bag.
(33) John doesn’t turn out to be nice. = John turns out not to be nice.

(34) John turns out to know Jim. = Jim turns out to be known by John.
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For this reason, these verbs, just like regular raising to subject verbs, are more typically
complemented with stative verbs (35), even though some active verbal complements
are also allowed (36).

(35) (a) John turns out to be quite nice.
(b) Jim happens to know you.

(36) Jim happens to sing amazingly well.

It is much more natural for these verbs to have a dummy subject it when they are
complemented with activity verbs. It is also required to use the complementizer that in
this case because it introduces a factive (realis) complement.

(37) (a) 2Jim turns out to cook well.
(b) It turns out that Jim cooks well.

Zubizarreta (2001, 201) notices that the difference between the factive and non-factive
predicates is as follows:

It is likely that factive predicates, which presuppose the truth of their propositional
complement, contain an Ass(ertion) operator in its CP. This operator is lexicalized
by the complementizer, which explains why it must be obligatorily present . . . .
Complements of propositional attitude verbs lack an Ass operator, therefore, their

complementizer may be absent in some languages.

In case of regular raising to subject verbs, the complementizer is not obligatory because
the infinitival complement expresses irrealis (38).

(38) (a) Jim seems to cook well.
(b) It seems (that) Jim cooks well.

Completion verbs have some feature that requires their complement to be realis,
possibly by causing the Ass(ertion) feature of the finite category head to override the
irrealis feature of the infinitive. The key point here is that with complements and infini-
tives in general, when the infinitive gets to LF, it gets interpreted as -Realis expressing
future pointing, conditional or other non-factive meaning. There is no I position filled
with any time specification. In the case of turn out and happen the infinitive is Realis in
LF because the verbal feature is by stipulation imposed on the complement.
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In general, we propose that the only means to override the irrealis of the infinitive
is via the selection of the matrix verb that is a member of a closed class, -Agent and has
the inherent Assertion finite feature.

3.2 Verbs of Perception and Causation

The category of lexical verbs requiring bare infinitival complementation include some
apparently transitive verbs of causation (39a) and perception (39b-c). Their list is
limited, and they all belong to the closed class of grammatical verbs. These verbs show
a pattern similar to ECM verbs, in that they also contain a DP in the accusative case
that is the agent of the bare infinitive and which stands between the verb and the bare
infinitive: VP+DP+Bare Inf.?

(39) (a) Jane let him help her.
(b) I saw him cross the street.
(c) Peter heard Jane cry in bed.

Although perception verbs are not typical ECM verbs, they have some key properties in
common with other verbs in this category and that is why they are frequently labelled
as such. One of their key features which seems to talk for the ECM analyses is that
their subjects are non-agentive. Another prototypical feature of ECM construction is
demonstrated in examples below. In (40) and (41), we can ask about the complement
of the verb which includes the case marked infinitival subject (agent). In case of (42),
it is not possible.

(40) (a) IexpectJim to believe me.
(b) What did you expect?
(c) Jim to believe me. / *Jim.

(41) (a) Isaw Jim leave.
(b) What did you see?
(c) Jim leave. / *Jim.

(42) (a) Ipersuaded Jim to believe me.
(b) What did you persuade *(Jim to do)?
(c) To believe me.

2 Verbs of perception are very similar to typical ECM verbs like judge, imagine or know
in that the latter verbs also “express something like perception by intellect (inner sight)”
(Machacek 1965, 43).
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The same as with ECM verbs, here the Spec VP of the infinitive is also case marked by
the matrix verb across a phrasal boundary VP, as shown by the reflexive pronouns that
require the antecedent to be present within the same clause (43).

(43) I helped/saw [him shave himself/ *myself].

Bare infinitives do not appear in control constructions and as a result they do not have
their own independent tense (Wurmbrand 2012). The infinitive always takes the same
tense as the matrix clause, anything else results in an ungrammatical sentence.

(44) (a) *Today Jim saw her cry yesterday evening.
(b) *Last week Jim let her leave next month.
(c) *Two days ago, Jim could leave tomorrow.

Negation can be placed on the first MOD/AUX, and then the sentential negation results
in different reading than the constituent (phrasal) negation with verbs of causation,
cognition and perception.

(45) (a) Peter did not make her cry. # Peter made her not cry.
(b) Jim did not see her sleep. # Jim saw her not sleep.
(c) Mark did not watch her win. # Mark watched her not win.

Under passive voice, ECM constructions maintain the same meaning as in the active
voice (46a). The verbs requiring bare infinitive complementation also maintain the
same meaning under passivization (46b—c). However, it is only possible to passivize
a main clause complemented by a bare infinitive as a main clause complemented by
a to-infinitive. The fo is inserted into a passive voice sentence because if there are two
VPs, there either has to be an overt case between them (ACC) or the infinitival fo. The
to is omitted if it is possible to get the +Realis reading as with the verb of perception
and causatives.?

(46) (a) Jim expected Tom to call him. = Tom was expected to call Jim.
(b) Jim made Tom call Harry. = Tom was made fo call Harry.
(c) Isaw her sneeze. = She was seen fo sneeze.

3 According to Sheehan (2018) the causatives and verbs of perception do not actually passivize
at all. Their passive voice counterpart should not have the infinitival marker fo. The reason for
their inability to passivize is according to Sheehan connected to the phase theory because the

A-movement does not have access to phase-edge escape hatches (I or little v related projections).
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ECM verbs can have expletive embedded subjects either there or it and still
remain grammatical (47a-b).

(47) (a) Jim expected there to be an open bar.
(b) Jim expected it to be easy to pass the test.

Verbs of causation actually denote two distinct kinds of meaning, for example the verb
make can mean to cause something to happen as in (48a) or to force somebody to do
something as in (48b). In both cases the meaning is realis. The structure is V+V and
expresses a single event.

(48) (a) The sun made her freckles come out.
(b) Jill made Jim clean his room.

The verb have in its ditransitive use can mean something like allow to happen in case
of (49a) and arrange for something that is happening (49b). Again, in both cases there
is a realis reading of the embedded clause.

(49) (a) Ihave my plants grow in a greenhouse.
(b) I have Paul come twice a week.

The verbs of perception and causative verbs (in their force meaning) seem to behave in
syntactically the same way as ECM verbs, except that the latter require the fo-infinitive
complementation. Causatives and perception verbs require the fo-infinitive only when
passivized and verbs of perception also with the insertion of the dummy object (47). ECM
verb complements have an independent temporal reference usually through aspectual
markers, perfective have or progressive be + -ing. With verbs of perception and causa-
tion the tense of the matrix and subordinate clause is always simultaneous. Semantically
perception verbs express facts that were witnessed by the main clause subjects which are
experiencers. Causative verbs entail the activity which is in bare infinitive and they are
agentive. Both of these groups of verbs have no need for irrealis feature because they are
themselves realis and need only the base form of the verb, the bare VP. It is one of our
premises that it is the infinitival marker fo which carries the irrealis feature. If the infini-
tival marker is not there, the irrealis feature of the infinitive is lost and it depends on the
selecting verb whether the overall reading is going to be realis or irrealis.

3.3 Adjectives

When talking about adjectival complementation we can distinguish several kinds.
There are adjectives that allow the irrealis of the infinitival complement, as we have
seen in 2.5.3. Yet, there are also adjectives (limited in number) that are inherently
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factive and their factivity feature overrides the irrealis of the infinitive. This latter type
of adjectives (an example is the adjective proud) can easily pass all four factivity tests
(Kiparsky and Kiparsky 1970):

(50) (a) Iam proud that he is my father.
(b) Tam not proud that he is my father.
(c) Am I proud that he is my father?
(d) Iseem to be proud that he is my father.

Factivity is typically associated with finite complements as it is the case in (50). This
type of adjectives is, however, also capable of having an infinitival complement with
factivity meaning:

(51) (a) Iam proud to be his son.
(b) T am not proud to be his son.
(¢) Am I proud to be his son?
(d) Iseem to be proud to be his son.

There is, however, one condition with this type of adjectives. They are factive only when
they are complemented by stative verb complements. With activity verbs, the factivity
feature is cancelled and the sentence is more likely to involve the future pointing (52a).
However, if the verb is stative (52b) it will simply express the status quo.

(52) (a) John is proud to go to Africa in June.
(b) John is proud to be in Africa now.

The special property of the infinitive complementing these adjectives is best seen when
the same adjectives are complemented by the gerund of the same verbs because in this
case there is an implication of the event actually taking place. So, there is a condition
imposed by the main predicate on the complement. In case of (53a) the journey is at
least prearranged.

(53) (a) John is proud of going to Africa.
(b) John is proud of being in Africa.

The particle fo in the complementation of factive adjectives serves a similar purpose as
finite complementizer that. These adjectives like the completion verbs form 3.1 seem to
have the Assertive feature that overrides the irrealis of the infinitive when it is selected.

These adjectives, being factive, can be also invariably complemented by finite
clauses, same as factive verbs.
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(54) Jim is happy that he has us.
(55) I'am proud that I am your daughter.
(56) *Jim is likely that he is my brother.

Any future pointing of the infinitive is most clearly cancelled with the past infinitive.
It seems that the perfective aspect somehow anchors the infinitival event in time and
ensures the realis reading. With this exceptional class of adjectives perfective aspect
cancels the modality feature of the infinitive.

(57) John is proud to have gone to Africa in June.
(58) John is happy to have lived on the farm.

The infinitival complementation of adjectives is of various kinds and in most cases, it is
irrealis. With a few adjectives just described, the resulting reading is factive because the
irrealis feature of the complement is overridden by the factivity feature of the adjective.
If the infinitive is changed into past infinitive through perfective AUX have any modal
or future reading is lost fully, and the whole construction expresses a factive meaning
of a realized event.

3.4 Infinitives of Result

Finally, there is a type of infinitive that expresses a result without intention; it is not
desired nor known to the experiencer. It thus expresses only a temporal relation. Typi-
cally, the word only is associated with this type of infinitival usage.

(59) Peter awoke (only) to find that the fire had gone out.
(60) She bought a carton of milk only to realize she had already bought one.

It is obvious that the timeline of the infinitival phrase follows whatever happened in the
main clause, that there is a temporal subsequence. The main verb of the finite clause
is typically in the past tense and the infinitive of result always describes an event that
happened afterwards. Both actions happened in the past and so the infinitive of result
describes a resulting, that is realis, situation. If the main verb was in present tense the
realis implication would be lost and the sentence would sound strange.

(61) (a) ?She opens / is opening the box to find a mysterious letter inside.
(b) She opened the box to find a mysterious letter inside.
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The temporal order is crucial for the infinitive of result. The use of the perfect infinitive
which would reverse this temporal order is, therefore, not acceptable.

(62) (a) *Peter awoke to have found that the fire had gone out.
(b) *She bought a carton of milk only to have realized she had already bought one.

This type of infinitive cannot be paraphrased using the expression in order to. Also, as
opposed to the higher infinitive of purpose it is not possible to front the infinitive of
result. This inability of the infinitive to be fronted also preserves the temporal order of
the clauses.

(63) (a) Robin arrived home to find a letter waiting for her in her mailbox.
(b) *To find a letter waiting for her, Robin arrived home.

This last distinction suggests that the infinitive of purpose is more like an independent
clause than the infinitive of result which is also an adjunct, but due the non-volitional
and almost non-agentive aspect the infinitive of result is less likely to be an independent
phrase. The realis is unexpected here and the explanation for it seems to dwell in prag-
matic reasons. We do not claim to explain this exception to the general irrealis claim
about infinitives.

4. Conclusions

We have seen that infinitives serve a similar purpose, as irrealis or subjunctive mood.
Even though they are non-finite clauses meaning they do not show agreement with
person, number or tense, their syntactic position is very similar to clauses with modals.
Infinitives are irrealis as main clauses, in the position of subject or topic, as adjuncts
and as most complements.

There are, however, some cases when the irrealis feature of infinitives can be
cancelled. In most of these cases the infinitives are selected complements of some
special verbs and adjectives limited in number forming a well-identifiable class that
have an inherent Assertive feature that can override the infinitival irrealis or it is the
case of the adjunct infinitive of result. It can be summarized that the English infinitive
can express realis under very specific conditions, namely when it appears as a comple-
ment selected by a closed class item, that is —Agent or in case of some Raising to
subject verbs that do not have any agent. The complementing verbs is typically a stative
verb. It is the infinitival marker fo that carries the —Realis feature, which means that
bare infinitives are not irrealis (they are mood neutral). The infinitival fo can become
realis in LF and behave like the finite COMP that if selected by a factivity adjective or
verb. Realis infinitival complements can be typically reformulated as finite realis that
complements.
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Abstract: In the present paper I propose that not only transitive but also intransitive
verbs (with an external argument) can undergo passivization in English, just like in
German or Dutch. While passive constructions obligatorily involve subject demotion,
my claim is that object promotion is not an essential process in English passive con-
structions either. I claim that the there + BE + V-ing construction is the realization of
the English intransitive passives. First of all, I argue that this construction can take a
passive by-phrase. Secondly, —ing has the same properties as the passive morpheme in
transitive passives, i.e., —ed/—en, only their distribution is different.

Keywords: intransitive passives; by-phrase; passive morpheme

1. Introduction

1.1 Agent-Demotion and Object-Promotion in Transitive Passives

It is generally argued that passivization in English involves two processes:

agent-demotion, and object-promotion, cf. (1a) and (1b):

(1) (a) John kissed Sue yesterday.
(b) Sue was kissed yesterday.

The agent argument can be reintroduced. In this case, a by-phrase is required:

(2) Sue was kissed by John yesterday.
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Note that this still counts as external argument demotion as the by-phrase has the pro-
perties of an adjunct rather than an argument. Thus, the external argument is demoted
to an adjunct status.

In order to account for the first property of the passive construction, I claim— along
with Baker, Johnson, and Roberts (1989)—that the passive morpheme is an argument
which is the bearer of the agent role. It is similar to a clitic with PRO-like properties.
Consequently, the passive morpheme is responsible for the fact that there is an implicit
external argument present in passive sentences—compare (3a) and (3b):

(3) (a) The ship sank.
(b) The ship was sunk.

As discussed by Jaeggli (1986), the presence of agentivity in passive constructions is
supported by the fact that they allow purpose clauses:

(4) The price was decreased to help the poor.

Now let us put the second process, i.e., object promotion, under scrutiny. It is often
claimed that English passives require the promotion of an object; therefore, (agen-
tive) intransitive verbs cannot be passivized because they lack an object/internal ar-
gument. However, as verbs with clausal complements demonstrate, this assumption
may not be correct:

(5) It was believed that he had bought the flat in the centre.

Den Dikken (pers. comm.) casts doubt on this analysis saying that there are analyses
according to which sentences like (5) do involve object promotion, with the pleonastic
it as the deep object and the clause as a satellite. This argument, however, can be easily

countered with verbs that behave just like believe in (5):

(6) (a) It was hoped by everyone that the president would not resign.
(b) It was thought that Bill would marry Kate.

These verbs cannot take a pleonastic deep object:

(7) (a) *I didn’t hope it that the president would resign.
(b) *I didn’t think it that Bill would marry Kate.

Therefore, the conclusion is that object promotion does not necessarily play an inevi-
table role in English passive constructions either.

36



TAMAS CSONTOS

1.2 Passive By-phrases

As mentioned previously, the external argument can optionally be reintroduced by a
by-phrase in a passive construction. This by-phrase is identical to the external argument
of the passivized verb:

(8) (a) Bill was kissed by Mary.
(b) The parcel was sent by Bob.
(c) The e-mail was received by Susan.
(d) The dog is feared by all the cats in our neighbourhood.

The by-phrases in (8) are restricted by the semantic selection properties of the given
predicate. If the verb requires an agent external argument, the hy-phrase will be inter-
preted as an agent, e.g., (8a), and if the verb requires a source, a goal or an experiencer,
the by-phrase will be interpreted as a source (8b), a goal (8c) and an experiencer (8d),
respectively.

This type of by-phrase is restricted to passive verbs and never occurs with active
verbs, as noted by Grimshaw (1990) as well, “since it must be licensed by a suppressed
argument” (135). The following is clearly not a counterexample to this claim.

(9) Kevin was standing by the window.

This by-phrase has different properties to passive by-phrases: it is an adverb of place
and has nothing to do with the subject of stand.

Secondly, the by-phrases in (10) do not have the same roles and function as the
ones in (8) although they resemble hy-phrases in passive environments.

(10) (a) Jason did it by himself.
(b) The ball rolled down the hill by itself.

For instance, by himself and by itself can be replaced by on his own and on its own,
respectively without producing any change in meaning. This, however, is not possible
in passive sentences:

(11) Adam was killed by himself. # Adam was killed on his own.

Finally, a further counterargument may be the presence of the by-phrases in (12), as
these constructions seem to lack any passive morphology:

(12) (a) This book is by Chomsky.
(b) This book by Chomsky.
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Note, however, that these examples represent a special case. Grimshaw (1990)
also remarks that these constructions can only be about “authorship” and can be in-
terpreted in a restricted way: this book is written by Chomsky and this book written by
Chomsky. Other interpretations such as this book was opened/burnt/closed by Chomsky
are ruled out. Consequently, these constructions may rather be regarded as hidden pas-
sive and thus cannot be considered as real counterexamples.

To summarize, the by-phrase in passive sentences realizes the external argument,
other by-phrases do not. Secondly, in passives the external argument is only realized by
a by-phrase. The overall conclusion is that there is a one-to-one relationship between
the passive by-phrase and the passive construction.

1.3 Requirements for Passivization in English
It is generally assumed that there are two requirements for passivization in English.
First, the verb must have an external argument,' cf. (13a) and (13b):

(13) (a) John was hit yesterday.
(b) *John was died yesterday.

Secondly, the verb must be transitive, cf. (14a) and (14b):

(14) (a) The letter will be sent tomorrow.
(b) *It will be danced tomorrow.

The first condition is a cross-linguistic requirement, which is not surprising under the
assumption that the passive morpheme takes over the role of the external argument
and consequently it is semantically incompatible with verbs that do not take external
arguments.

On the other hand, the second requirement seems to be problematic, as there are
many languages in which intransitive verbs can undergo passivization as long as they
are agentive in nature. The following examples are from German (15a), Dutch (15b),
Icelandic (15d), Latin (15e) and Turkish (15g).

(15) (a) Es wurde  gestern getanzt.
it became yesterday danced
“There was dancing yesterday.”

1 This term is used in the sense of Grimshaw (1990). External arguments are prominent in both

the thematic and the aspectual dimension.
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(b) Er wordt door de jongens gefloten.

there becomes by the boys whistled
“There is whistling by the boys.”

(c) Mij haar werd gewassen.
my hair became washed
“My hair was washed.”

(d) pad0 var dansad i  stofunni.
there was danced in the living room
“There was dancing in the living room.”

(e) Salta-tur.
dance-Pass.3.SG.
“There is dancing.”

(f) Audi-tur.
hear-PAss.3.5G.
“He/she is heard.”

(g) Burada calig-1l-1r.
here work-PASS-PRES
“People work here.”

(h) Pencere ac-1l-d1.
window  Open-PASS-PAST
“The window was opened.”

Note also that in these languages the same passive element is used both in transitive and
intransitive passives, compare (15b) and (15¢), (15¢) and (15f), and (15g) and (15h),
for instance.

In the next section, I argue that English is not different from these languages with

2 This example was borrowed from Sells (2005).

respect to the second condition, i.e., a verb must have an internal argument to be able
to undergo passivization.
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2. Intransitive Passives in English

2.1 By-phrases and the Passive Morpheme

In this section I argue that English does not actually differ from other languages with
regard to the set of verbs allowing passivization. Of course, sentences with pleonastic
it (cf. German) and the transitive passive morpheme, i.e., —en/—ed, are ungrammatical:

(16) *It was danced in the room.

Although this option is ruled out, this does not necessarily mean that it is impossible in
English to express something similar in meaning to the German es wurde gestern ge-
tanzt. The question arises if English were to have an intransitive passive, which structu-
re would it be? The closest construction which exists in English, at least something
which means the same, is the there + BE + V-ing construction. For instance, take the
following example into consideration:

(17) There was dancing in the room.

The next step is to demonstrate that (17) is indeed a passive construction. The first
argument is that it can take a passive by-phrase, as illustrated below. Recall that it was
argued above that there is a one-to-one relationship between the presence of a by-phrase
and passive sentences.

(18) There was dancing by the guests in the room.

The assumption that by the guests is a passive by-phrase is supported by the fact that
dance requires an agent and the by-phrase is interpreted as an agent as well. Actually,
those kinds of verbs which appear in these there + BE + V-ing constructions are all
agentive and the accompanying by-phrases are all understood as agents.

Secondly, English patterns with Icelandic and Dutch in terms of the presence of
the pleonastic element and the construction in these languages can be considered as the
“missing link” between more obvious passive constructions and the English one.

Thirdly, the fact that intransitive passives also license purpose clauses, see (19), indi-
cates that they contain an implicit external argument:

(19) There was dancing to celebrate you and your wife.
Now the implicit external argument, i.e., the passive morpheme, has to be identified
as well. There are only two options: the pleonastic there and the morpheme —ing. It is

highly unlikely that the pleonastic element is the right candidate for two independent
reasons. First of all, passive elements tend to be attached to verbs cross-linguistically,
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cf. the examples in (14). Secondly, as demonstrated above, there are at least two langu-
ages (Dutch and Icelandic) in which the equivalent of there and the passive morpheme
co-occur in intransitive passive constructions, so it is unlikely that the pleonastic sub-
ject realizes the passive element.

Based on the observations above, it can be concluded that —ing is the realization of
the passive morpheme. Note, however, that —ing is incompatible with transitive verbs,
which is illustrated by the examples in (20):

(20) (a) *There was drinking by a lot of people.
(b) *There was writing by our new secretary.

This also means that —ing and —ed/—en are in complementary distribution, which also
supports the assumption that (17) is a passive construction. I will return to the distribu-
tion of these morphemes soon.

The next question is whether there is independent evidence in favour of our as-
sumption that —ing is a passive morpheme indeed. First, consider the following “stan-
dard” sentences:

(21) (a) The car needs repairing.
(b) The car wants fixing.

In these examples, the element in the subject position, i.c., the car, is interpreted as the
object of repairing and the object of this verb is missing. Clearly, this is characteristic
of passive constructions. Also, it is suggestive that these examples can be paraphrased
as (22a) and (22b), respectively:

(22) (a) The car needs to be repaired.
(b) The car wants to be fixed.

In addition, there are varieties of English which can provide further support for the
passive nature of —ing. According to Murray and Simon (2002), the traditional passi-
ve morpheme is used in constructions like in (23a) and (23b) instead of —ing in some
English dialects, e.g., Scots English and dialects in Western Pennsylvania, Northern
West Virginia, etc:

(23) (a) The car needs repaired.
(b) The car wants fixed.

Edelstein (2014) adds that as regular passives, these constructions are also compatible
with by-phrases:
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(24) (a) The car needs washed, not necessarily by you, but by someone before noon.
(b) The baby wants cuddled by her mother.

Another argument supporting the passive-like status of (21a) and (21b) is the fact that
they can license a purpose clause, which indicates the presence of an implicit external
argument. This is demonstrated in (25):

(25) (a) The car needs washing in order to make it more presentable.
(b) The car wants fixing in order to make it more sellable.

The question which needs to be answered is why it is the —ing that is used under certain
conditions and why it is the —ed/—en which realizes the passive element in other envi-
ronments. It seems likely that this distinction is dependent on the presence or absence
of an internal argument. When it is present, we get the standard passive —ed/—en, while
when it is missing, we get the intransitive passive —ing.

Note that this claim can be challenged by the examples in (21), as it seems that
there is an internal argument, i.e., the car, present. The way out of this dilemma is to
follow Hoeksema’s (1994) analysis of the modal verb need. According to him, need
forms a complex predicate with the verb following it. The structure of (26), for instance,
is demonstrated in (27):

(26) The FBI need fear nobody.
(27) [, [ the FBI][,, [, [, need] [, fear]] [, nobody]]] (Hoeksema 1994, 155)

This analysis helps us to maintain the proposal that the morpheme —ing is used when a main
verb lacks an internal argument. Under this assumption, the lower argument, e.g., nobody
in (26), is analyzed as the argument of the complex predicate made up of need and fear
and not as the argument of the lower predicate. Therefore, fear does not have an internal
argument and, consequently, neither does repair in (23a). In the other varieties of English, I
claim that no complex predicate is formed and thus #4is car in (23a) behaves as the internal
argument of the lower predicate, which accounts for the appearance of the —ed morpheme.

Note also that the meaning of want in (21b) has nothing to do with volition. Actually,
want in this case resembles need or require from a semantic point of view. I assume that
this shared semantic property may be responsible for their similar behaviour in (21a) and
(21b).

2.2 The Category of -ing

Lastly, let us take a closer look at the category of V-ing in the there . . . -ing construction.
I repeat the relevant example below:
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(28) There was dancing by the guests yesterday.

Is dancing verbal or nominal? My claim is that it is verbal, so it does not pose a problem
for the traditional view that the passive morpheme is an inflectional element, which
does not alter the grammatical category of the verbs it attaches to. A possible objection
to this proposal is that dancing can be modified with a determiner or an adjective:

(29) There was some frantic dancing by the guests yesterday.

However, to claim that (28) represents a verbal passive is not to deny that it may also
represent a nominal construction simultaneously. In other words, (28) is structurally
ambiguous: when there is no determiner, it may or may not be nominal.

Syntactic theories such as Distributed Morphology and Syntax First Alignment
(Newson 2010) assume late vocabulary insertion. In these models there are no nouns
and verbs in the input, only categoryless roots which take on nominal or verbal cha-
racteristics depending on the environments which they are inserted into. Therefore,
under these assumptions, the root dance in (29) gets nominal properties just because it
is inserted into a nominal context, i.e., after a determiner. This also means that the —ing
does not categorize the root.

It is generally assumed that there introduces nominals, e.g., There are a lot
of children in the park, which may challenge the proposal that dancing in (29), for
instance, is verbal. Note, however, that the following examples which are similar to
the there + BE + V-ing constructions in this respect obviously contain verbal elements,
which indicates that they are not incompatible with there.

(30) (a) There have been innocent kids murdered in the war.
(b) (= Innocent kids have been murdered in the war.)

(31) (a) There were a lot of villages attacked during the conflict.
(b) (=Alot of villages were attacked during the conflict.)

(32) (a) There will be many houses destroyed by shell fire.
(b) (= Many houses will be destroyed by shell fire.)

A counterargument to this claim may be that these sentences are actually some sort of
cleft constructions, with the apparent subject of the clause in the cleft position followed

by a relative clause:

(33) There have been kids (who were) murdered in the war.
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To counter this argument, we have to take into consideration the fact that the meaning
of the construction with the relative pronoun is different from the one without. Compare
(34a) and (34b):

(34) (a) What was appalling was that there were kids murdered in the war.
(b) What was appalling was that there were kids who were murdered in the war.

(34a) states that what was appalling is the fact that there were kids murdered in the war,
while (34b) states that what was appalling is that there were kids. Obviously, the latter
is an existential construction whereas the former is not.

In addition, note that the set of verbs that can be used in the there + BE + V-ing
construction without a determiner is more restricted than the ones where a determiner
is present:

(35) (a) *There was writing by the secretary.
(b) There was some writing of letters by the secretary.

(36) (a) *There was selling by the shop assistant.
(b) There was some selling of goods by the shop assistant.

We can account for this observation by saying that the examples in (b) are structurally
different from the ones in (a): some writing of letters and some selling of goods repre-
sent —ing of gerund, which has the most nominal characteristics among the four types
of gerund. In other words, they can be regarded as nominals. So it is not surprising that
they can appear more freely in this kind of construction than verbs with the passive
—ing, which can be used only with intransitive verbs, hence the ungrammaticality of
(35a) and (36a). The examples in (b) pattern with nominals like the book by Chomsky,
see above. Presumably, they also contain a hidden done, which is responsible for the
appearance of the by-phrase. Furthermore, only in NPs can this kind of hidden verb
appear. The fact that it is present invisibly in (35b) but not in (35a) demonstrates that
the former is nominal, while the latter is not.

3. Conclusion

It can be concluded that intransitive verbs can undergo passivization not only in Ge-
rman, Dutch or Icelandic (and many other languages) but also in English. English
patterns with Dutch/Icelandic as far as the choice of the pleonastic subject is concerned.
The difference between English and these languages is that English uses two different
passive morphemes: —ed/—en when the verb has an internal argument and —ing when
the verb lacks an internal argument, whereas the other languages make use of the same
morpheme for both transitive and intransitive passives. Based on the arguments above,
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it can be concluded that —ing is an inflectional element and the there + BE + V-ing in-
transitive passive construction does have verbal characteristics.
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Abstract: Existential Constructions of the type “there be XP o YP o in Mandarin
Chinese are claimed to be structurally similar to their English counterpart. However,
Li (1996) and Liu (2011, 2013) observe that not only can the coda be predicated of the
pivot, but also the pivot nominal can be interpreted as the object of the predicate inside
the coda. Do these two subtypes have a uniform syntactic structure? Based on their
differences and similarities in terms of syntactic structures and semantic interpretation,
we argue for a non-uniform analysis of these two subtypes, namely, the former is struc-
turally two-way ambiguous between a PredP structure and a cleft structure, whereas the
latter only has a cleft structure.

Keywords: Existential Constructions; A-bar dependencies; predication; cleft
structures

1. Introduction

This paper investigates the syntax of Existential Constructions (henceforth ECs) with
the copula you in Mandarin Chinese.' As illustrated in (1), the sentence consists of a
locative subject, a copula you, an indefinite pivot, and a coda. Coda is defined as “any
constituent that follows the pivot NP and is external to it” (Francez 2007, 19). In (1),

1 Huang (1987) classifies four types of ECs in Mandarin Chinese, of which the focus of this
paper is his Type L.
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the pivot yi-ge niihai “one-Cl girl” is interpreted as the subject of the predicate inside
the coda, i.e., canjia-guo “participate-Exp”.

(1) (wo ban-shang) you [yi-ge niihai]pivm [canjia-guo
my class-in COP one-CLF  girl participate-EXP
gechang bisai]
singing competition
“(In my class) there is a girl who has participated the singing competition.””

Nevertheless, Li (1996) and Liu (2011, 2013) have observed another subtype, where the
pivot is interpreted as the object of the predicate inside the coda, as shown in (2). We
therefore call this subtype ECs with object-gap (OG) coda, if we assume that there is a
gap in object position®. Consequently, we dub the previously mentioned subtype ECs
with subject-gap (SG) coda, assuming a gap in the subject position inside the coda, as
illustrated in (3).*

(2) you [yi-ge ren] . [Zhangsan bu  renshi t] .
COP one-CLF person Zhangsan NEG know
“There is a person, who Zhangsan does not know t.”

(3) you [yi-ge ren] oo [t bu  renshi Zhangsan]
COP one-CLF person NEG know  Zhangsan
“There is a person, who does not know Zhangsan.”

Li (1996) and Liu (2011, 2013) argue for a uniform syntactic structure for these two
subtypes. However, we observe that ECs with SG coda and those with OG coda are
not only different in terms of their syntactic structures but also different in terms of
semantic interpretation. Therefore, we argue for a non-uniform analysis of these two
subtypes of ECs.

The reminder of the paper is organised as follows. In Section 2, we show the
different syntactic properties associated to these two subtypes of ECs, as well as

2 The abbreviations in this paper are glossed as follows: COP: copula; CLF: classifier;
DE: the structural particle placed between an NP and its determiner; EXP: experiential aspect;
NEG: negative element; PROG: progressive aspect; SFP: Sentence Final Particle.

3 Here, gap is a cover term for empty category.

4 For the sake of exposition, the examples such as (2) and (3) are translated with that or who.
However, two points are to be clarified: first, there is no morphological counterparts of that or
who in the Chinese data; second, the occurrence of that or who in the translation does not mean

that the data at issue are to be analysed as relative clauses or pseudo-relatives.
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their common properties. In Section 3, we propose a non-uniform analysis (pace Li
1996; Liu 2011, 2013), that is, ECs with SG coda are structurally ambiguous between
a PredP structure (cf. Bowers 1993; Del Gobbo 2014) and a cleft structure a la Pan
(2017), whereas ECs with OG coda only have a cleft structure. Finally, we summarise
in Section 4.

2. Syntactic Properties

As briefly outlined in the Introduction, Li (1996) and Liu (2011; 2013) have observed
that there are two subtypes of Existential Constructions (ECs) with the copula you. One
appears to have a pivot nominal interpreted as the subject of the predicate inside the
coda, called ECs with subject-gap (SG) coda, while the other has a pivot nominal being
related the object of the predicate inside the coda, called ECs with object-gap (OG)
coda. Sections 2.1 and 2.2 use two syntactic tests, i.e. constituency and modal auxiliary
placement, to illustrate different syntactic properties associated to each of these two
subtypes of ECs. By contrast, Sections 2.3 and 2.4 discuss common properties of them,
namely, the pivot-coda string is clause-like, and an A-bar dependency can be established
between the pivot and the gap inside the coda.

2.1 Constituency

By comparing (4) and (5), we observe that two pivot-coda strings can be coordinated
by a covert coordinator (Zhang 2008) in ECs with SG coda, but not in those with OG
coda. If coordination diagnoses constituency, it follows that only SG coda can form a
constituent with a pivot, whereas OG coda cannot.

(4) you [vi-ge nanhai ] [t zai kanshu] o
cop one-CLF boy PROG  read and
[san-ge niihaij] [t zai ting yinyue]
three-cLF  girl PROG listento music

“There is a boy who is reading a book and three girls who are listening to music.”

(5) *you [yi-ge xuesheng] [Zhang laoshi  hen xihuang t]

COoP one-CLF student Zhang teacher very like
loj [san-ge xueshengj] [Li laoshi  hen xihuang tj]
and three-cLF student Li teacher very like

“There is a student who Prof. Zhang likes and three students who Prof. Li likes.”
By contrast, these two subtypes behave in the same way when we coordinate two

you-pivot sequences: they cannot be coordinated, and therefore are not to be considered
as making up a constituent.
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(6) *you [yi-ge  nanhai] o you [san-ge nﬁhaij]
cop one-CLF boy and cop three-cLF  girl
[t zai ting yinyue]

PROG listento music
(“There is a boy and three girls who are listening to music.”)

(7) *you [yi-ge nanhai] o you [san-ge nl'ihaij]
cop one-CLF boy and cop three-CLF girl
[Zhang laoshi  hen xihuang t.]

Zhang teacher very like
(“There is a boy and three girls that Prof. Zhang likes.”)

People may ask whether overt coordinators may render the sentences grammatical, given
that Chinese has different types of coordinators (Zhang 2008). As illustrated in (8) and
(9), the nominal coordinators he/gen “and” can coordinate two DPs, while the clausal
coordinator ergie “and” can coordinate two IPs (Li and Huang 2009).

(8) Zhangsan he/gen/*erqie Lisi dou hen congming
Zhangsan and Lisi all very smart
“Zhangsan and Lisi are both smart.”

(9) Zhangsan hen congming *he/*gen/erqie Lisi ye hen congming
Zhangsan very smart and Lisi also very smart

“Zhangsan is smart and Lisi is also smart.”
Li and Huang (2009, 452, [44], [45])

However, the occurrence of overt coordinators cannot make (6”) and (7°) acceptable
either.

(6’) *[you yi-ge nanhai] he/gen/ergie [you

CcoP one-CLF  boy and CcoP
san-ge nﬁhaij] [t zai ting yinyue]
three-cLr  girl PROG listen to  music

(“There is a boy and three girls who are listening to music.”)

(7) *[you yi-ge nanhai] he/gen/ergie [you

CcoP one-CLF  boy and CcoP
san-ge nﬁhaij] [Zhang laoshi hen  xihuang t.l
three-cLr  girl Zhang  teacher very like

(“There is a boy and three girls that Prof. Zhang likes.”)
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Furthermore, when we substitute the overt coordinators for the covert coordinator
in (4) and (5), neither of them is judged grammatical, as shown in (4”) and (5°).

(4’) *you [yi-ge  nanhai] [t zai kanshu] he/gen/erqie

cop one-CLF boy PROG read and
[san-ge m'ihaij] [t zai ting yinyue]
three-cLF girl " PROG listento  music

(“There is a boy who is reading a book and three girls who are listening to music.”)

(5%) *you [yi-ge xuesheng] [Zhang laoshi hen xihuang t]
COoP one-CLF  student Zhang teacher very like
he/gen/erqie [san-ge xueshengj] [Li laoshi  hen xihuang t]
and three-CLF student Li teacher very like '

(“There is a student who Prof. Zhang likes and three students who Prof. Li likes.”)

In this subsection, we have shown that the pivot-coda string makes up a constituent
given the successful coordination by covert coordinator. However, the copula you and
the pivot nominal do not form a constituent.

2.2 Modal Auxiliary Placement
Deontic modal auxiliaries such as bixu “must” and keyi “can” precede VPs. However,
as shown in (11), they do not precede sentence subjects.

(10) Zhangsan bixu/keyi  zhaogu Lisi
Zhangsan must/can  take care of Lisi
“Zhangsan must/can take care of Lisi.”

(11) *bixu/keyi Zhangsan zhaogu Lisi
must/can  Zhangsan take care of Lisi

When they precede the copula you in the ECs with SG coda, the sentence is well-formed,
as shown in (12); by contrast, when they precede the copula you in ECs with OG codas
in (13), the sentence is ill-formed.

(12) bixu/keyi you [yi-ge xiaozhang] [t mingtian
must/can COP one-CLF  principle tomorrow
jiejian xin xuesheng daibiao]
receive  new student  representative
“There must/can be a case that a principle receives the new student representatives
tomorrow.”
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(13) *bixu/keyi you [yi-ge xuesheng daibiao,]
must/can  COP one-CLF  student  representative
[Zhang xiaozhang mingtian jiejian t,]

Zhang principle  tomorrow receive

(“There must/can be a case that there is a student representative that Principle
Zhang receives tomorrow.”)

We can see that the modal auxiliary placement sets ECs with OG coda apart from those
with SG coda.

2.3 The Pivot-Coda String Is Clause-Like
In root context, pivot nominals must be indefinite, exhibiting the Definiteness Effect like
English there-sentences (Milsark 1974; Li 1996), as shown in (14) and (15).

(14) you [yi-ge  ren/*Lisi] [t bu renshi Zhangsan]
COP  one-CLF person/Lisi NEG know  Zhangsan
“There is a person/*Lisi who does not know Zhangsan.”

(15) you [yi-ge ren/*Lisi] [Zhangsan bu renshi t]
cop one-CLF person/Lisi Zhangsan NEG know
“There is a person/*Lisi who Zhangsan does not know t,.”

If we substitute a definite demonstrative phrase for the indefinite pivot, the pivot-coda
string can occur independently in root context. In (16) which is derived from (14), na-ge
xuesheng “that-CLF student” is the subject of the clause, while in (17) which is derived
from (15), na-ge xuesheng “‘that-CLF student” occupies a topic position of the clause.
We therefore can observe that pivot-coda string is clause-like, that is, it is like an IP in
ECs with SG coda in (16) and a CP in ECs with OG coda in (17).

(16) na-ge xuesheng [bu renshi Zhangsan ]
that-cLF student NEG know Zhangsan
“That student does not know Zhangsan.”

(17) na-ge xuesheng, [Zhangsan bu  renshit]
that-cLF  student Zhangsan ~ NEG know
“That student, Zhangsan does not know t.”

The reason of calling the string being clause-like is because the copula you is obligatorily

present when the pivot is a non-bare indefinite noun phrase; in other words, without you,
the sentences in (18) and (19) are incomplete and ungrammatical. It is well-known in
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the literature that non-bare indefinite noun phrases in Chinese do not occur in subject
or topic position (cf. Li and Thompson 1981; Shyu 1995; Tsai 1994).° Therefore, the
addition of the copula you avoids violating the prohibition against non-bare indefinites
in subject and topic positions.

(18) *[yi-ge ren] [t bu  renshi Zhangsan]

1

one-CLF person  NEG know Zhangsan
(“[There is] a person does not know Zhangsan.”)

coda

coda

(19) *[yi-ge reni]pivot [Zhangsan bu renshi t]
one-CLF  person Zhangsan NEG know
(“[There is] a person, Zhangsan does not know t..””)

In this subsection, we have seen that the pivot-coda string is like a clause in both ECs
with SG coda and ECs with OG coda.

2.4 A-bar Dependencies

The two subtypes at issue also have another similarity in that both structures involve
A-bar dependencies established between the pivot and the gap inside the coda. This is
evidenced by Reconstruction Effects (cf. 2.4.1), the licensing of Parasitic Gaps (PG)
(cf. 2.4.2) and Weak Crossover (WCO) Effects (cf. 2.4.3).

2.4.1 Reconstruction Effects

Reconstruction Effects for Binding Conditions can be easily illustrated for ECs with
OG coda. Liu (2011, 2013) notes that the anaphor fa-ziji “himself” can be bound by the
pivot nominal in (20). According to Huang and Tang (1991), the anaphor faziji “himself”
must be locally bound, obeying the Binding Principle A. Thus, if the pivot nominal can
be reconstructed back to the gap position, the anaphor can be successfully bound by the
subject Zhangsan in the Binding Domain; otherwise, the sentence is left unexplained,
given that the pivot c-commands the coda on the surface in (20).

(20) you [yi-ben ta-ziji, de shu]j [Zhangsan,
cop one-CLF himself DE book Zhangsan
bu  xiang kan t ]

NEG want read

“There is a book of himself, that Zhangsan, doesn’t want to read.”
Liu 2013, 164, (64)

5 For some exceptions, we refer readers to Li (1998), Tsai (2001).
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In addition, Reconstruction Effects can also be observed in (21). If the R-expression
Zhangsan can be reconstructed back to the object gap position, and can be bound by
the c-commanding pronoun ta “he”, the sentence results in ill-formedness, due to the
violation of the Binding Principle C.

(21) *you [yi-zhang Zhangsan de zhaopiam]j [ta, bu  xiang kan t]
cop one-CLF Zhangsan de photo he neg want see

(“There is a picture of Zhangsan’s that he, does not want to see.”)

Regarding ECs with SG coda, (22) shows that the anaphor fa-ziji “himself” must be
bound by the pivot, whereas the pronoun fa “him” must not be bound by the pivot. It
implies that the pivot must be in the Binding Domain of the anaphor and the pronoun,
cf. the Binding Principles A and B.

(22) you [yi-ge  laoshi] [t hen chongbai ta-ziji/*ta]
COP one-CLF teacher very admire  himself/him
“There is a teacher, who adimires himself,/*him,.”

Example (23) shows that the R-expression Zhangsan in the coda cannot be bound by the
pivot, because it must be free everywhere, cf. the Binding Principle C.

(23) *you [yi-ge  laoshi] [t hen chongbai ~ Zhangsan,]
COP one-CLF teacher very) admire Zhangsan
(“There is a teacher, who adimires Zhangsan_.”)

2.4.2 Parasitic Gaps

A parasitic gap is licensed by an A-bar trace that does not c-command it (Engdahl 1983;
see Ting and Huang 2008 for Chinese). In (24) and (25), a parasitic gap, marked as pg,
occurs in the temporal adjunct zai . . . zhigian “before . . . ”. The acceptability of both
sentences shows that the gaps before jiu likai “already leave” in (24) and after jianguo
“encounter” in (25) are occupied by A-bar traces. In other words, the licensing of para-
sitic gaps signals that there is an A-bar chain established established between the pivot
nominal and the gap resulting from movement.

(24) you [yi-ge laoshi] [[zai Zhang xiaozhan huijian pg,
cop one-CLF teacher Zhang principle meet
zhigian] t jiu likai  le]
before already leave  skp

“There is a teacher, who, before Principle Zhang met pg, t. already left ”

54



CHANG LIU

(25) you [yi-ge  laoshi] [Zhang xiaozhang [zai huijian pg,
cop one-CLF teacher  Zhang principle at meet
zhiqian] jiu jianguo  t. le]
before already encounter  sfp
“There is a teacher, that Principle Zhang, before meeting pg, (officially), has
encountered t.”

2.4.3 Weak Crossover (WCO) Effects

A-bar movement can be further diagnosed by Weak Crossover (WCO) Effects in ECs
with OG coda. WCO effects are found in a construction like (26), where an operator
binds both a pronoun and a variable, neither of which c-commands each other. It can
be illustrated in (27), in which, when the left-dislocated topic binds a pronoun #a “his”
and a variable after xihuang “like”, with neither of which c-commanding each other,
the sentence thus induces WCO.

(26) *OP, [...pron,...] variable,

(27) *na-ge  xiaohai, ta mama bu  xihuangt
that-cLr  child his mother NeG like
(“*As for that child,, his, mother doesn’t like t..””) Pan 2016, 61, (63a)

As shown in (28), ECs with OG coda exhibit WCO effects just like (27). When the
pronoun fa “his” and the gap after chong’ai “adore” are interpreted as being bound by
yi-ge xiaohai “a child”, the sentence is ill-formed due to WCO.*

6  The anonymous reviewer reported that (27) and (28) sounded fine to her/him and to the two
Taiwanese informants that s’/he consulted. We would like to clarify three issues: first, there may
be some variation regarding the grammatical judgement of these two sentences among Mandarin
speakers from different dialectal regions, given that the informants consulted and the author of this
paper are from northern China. Second, we would like to emphasise that (27) and (28) would be
acceptable if the pronoun za “his” and the trace in the object position are interpreted with disjoint
references. However, this will not be a genuine case of WCO, which gives rise to ungrammaticality.
Third, Zhang (2002) argued that topicalisation shows island effects only in the episodic eventuality
contexts (specific eventualities), not in stable state context, such as individual-level predicates,
habitual eventualities, etc. This point has also been made explicitly in Pan (2016). In addition, Pan
(forthcoming, chap. 4) argues that in a context with a non-episodic eventuality predicate, the object
of the predicate can be realised by an implicit pro, rather than a gap in case of movement. Zhang’s
observation and Pan’s pro-analysis seem to account for the non-WCO-effect reported by the reviewer:
in (27) and (28), since the predicate xihuan “like” is a non-episodic eventuality predicate, the empty

category in the object position is in fact a pro, but not a gap; the topic is therefore base-generated in
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(28) *you yi-ge xiaohai, ta, mama feichang chong’ai ¢
cop one-CLF child  his mother very much adore
(“*There is a child, that his, mother adores t, very much.”)

Contrary to the ECs with OG coda, the ECs with SG coda do not show any WCO effects
as demonstrated by (29).

(29) you [yi-ge  nanhai] [zai ta, mama shangban
coP one-CLF boy at his mother go to work
zhihou] kaishi  xie zuoye]
after  start write  homework

“There is a boy, who, after his, mother went to work, started to do homework.”

In (29), an adjunct intervenes between the subject and the predicate. In fact, there are
two possible base-positions for subject in Chinese, either before the adjunct or follows
it (cf. Huang 1989). If the subject originates in a position lower than the adjunct, as
shown in (29°), the WCO effects will be expected since its movement must cross the
pronoun za “his” inside the adjunct. However, the grammaticality of (29) shows that
this cannot be the case.

(29’)you [yi-ge  nanhai] [zai ta mama shangban
COoP one-CLF boy at his mother go to work
zhihou] t, kaishi  xie zuoye]
after start write  homework

The only possibility is that the subject originates in a position higher than the adjunct,
as shown in (29”), in which the movement of the subject does not cross the pronoun fa
“his” inside the adjunct.
(29”)you  [yi-ge nanhai] [t[zaita, mama shangban zhihou]

COP  one-CLF boy at his mother go to work after

kaishi xie zuoye]

start  write  homework

“There is a boy, who, t.after his, mother went to work, started to do homework.”

the left-periphery, co-indexed with the pro in object position; as a result, there is no movement ever
taking place which would induce the WCO effect. However, given the judgement reported in this
paper, there is indeed a movement giving rise to the WCO effect, which would be left unexplained
under a non-movement pro-analysis proposed by Pan (forthcoming, chap. 4). Again, we do admit

that there is a grammatical judgement variation among speakers regarding non-episodic predicates.
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In (297), the trace left by the movement of the subject can bind the pronoun
ta “his” inside the adjunct, obeying Constraint on Bound Variable Construal a la
Reinhart (1983). According to this constraint, the pronoun receives a bound variable
reading only if it is bound by the trace left by a quantifier after QR. Therefore, (29°°)
also involves an A-bar dependency established between the subject and the gap. The
fact that (29) does not demonstrate any crossover effects is due to no crossing the
co-indexed pronoun.

3. An Analysis

We have observed in Section 2 that first, ECs with SG coda and ECs with OG coda
must be differentiated because they do not pattern alike as far as constituency and modal
auxiliary placement are concerned; second, they share syntactic properties such as the
clause-like status of the pivot-coda sequence and the existence of an A-bar dependency
established between the pivot nominal and the gap inside the coda. In this section, we
argue that ECs with SG coda are structurally two-way ambiguous between a PredP
structure (cf. 3.1) and a cleft structure (cf. 3.3), whereas ECs with OG only have a cleft
structure (in 3.2).

3.1 ECs with SG Coda

As for ECs with SG coda, we propose that the copula you embed a PredP structure
which is made up by the pivot and the coda, as shown in (30). Following Bowers (1993)
and Del Gobbo’s (2014) analysis of Type VI ECs in Mandarin Chinese, we assume
a Pred® which introduces a pivot in SpecPred and takes a coda as its complement.
Regarding the structure of coda, we analyse it as a CP: given reconstruction (cf. 2.4.1)
and pronominal binding (cf. 2.4.3), there is clearly an A-bar dependency established
between an operator and a gap in subject position. Thus, we assume that an operator
undergoes A-bar movement to SpecCP, leaving a trace in SpecIP. Since we assume
that pivot is merged in SpecPred, the operator is therefore co-indexed with the pivot
nominal via predication.’

7  The anonymous reviewer asked whether we should observe the WCO effect in (29) if we
adopt the structure in (30), given that in (29) there is an adjunct between the pivot and the coda
containing a pronoun co-indexed with the pivot nominal. In Section 2.4.3, we have shown that
the grammaticality in (29) is due to that fact that the extraction site is located above the affer-
adjunct, as shown in (29”). Thus, the structure in (29) which gives rise to the WCO effect is
ruled out because of the absence of such effect. By adopting the structure in (30), we assume that
the Operator movement is initiated at SpecIP, and the affer-adjunct in (29) is lower than I°. As

a result, no WCO effect is detected. We thank the reviewer for helping us to clarify this point.
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GO [... [VP[VP[Vo you] [Pre - [yi-ge reni] [Pre " [Pred® o ] [CP Opi [C,[CO o]
COP one-CLF person

[t burenshi Zhangsan]]]]]]]]
NEG know Zhangsan
“There is a person who does not know Zhangsan.”

People may wonder about the option of having the pivot nominal moved directly out
of the CP coda. Our answer is that such as a movement is illicit: this is because, in
order to do so, the pivot nominal will undergo A(SpecIP)-A’(SpecCP)-A(SpecPred),
an improper movement (Chomsky 1986). Thus, having an operator moved to SpecCP
is a better solution.

Our analysis has welcome outcomes. Recall that the pivot-coda strings can be coor-
dinated by covert coordinator, but not by overt coordinators. If our analysis is on the right
track, we can explain why overt coordinators are not compatible with coordinating two
pivot-coda strings. In Section 2.1, we have shown that overt coordinators are sensitive
to the syntactic status of what to be coordinated: the nominal coordinators /e/ge “and”
coordinate DPs, while the clausal coordinator ergie “and” coordinates IPs. Given our
PredP analysis, the pivot-coda string is not a DPs or IPs, and is therefore incompatible
with overt coordinators.?

3.2 ECs with OG Coda

Now let us turn to ECs with OG coda. We have observed that this subtype differs from
the previous one in that pivot and coda do not form a constituent. Therefore, our analysis
proposed for ECs with SG coda is not applicable to ECs with OG coda. However, this
subtype involves an A-bar dependency established between the pivot and the object gap.
Recall that we have illustrated in Section 2.3 that ECs with OG coda look like topicalisa-
tion structures except for the presence of the copula you, cf. (31) and (32).

8  The anonymous reviewer asked “how one decides what structures can be saved by a covert
coordinator and what not”. We would like to clarify three points: first, what can be coordinated, by
either covert or over coordinators, must be a constituent; if a string of words is not a constituent,
it cannot be ‘saved’ by any coordinators. Second, as shown in Section 2.1, overt coordinators
are sensitive to the syntactic status of what to be coordinated: the nominal coordinators he/ge
“and” only take DPs, while the clausal coordinator ergie “and” only takes IPs. The reason why
the pivot-coda constituent is incompatible with them is that such a constituent is not a DP or an
IP, but a PredP. Third, the PredP analysis of the pivot-coda constituent in the ECs with SG coda
leads to the conclusion that PredP constituents can be coordinated by covert coordinator. Whether
PredP is the only type of constituents that can be coordinated by the covert coordinator needs

more research in the future work to come.
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(31) you [yi-ge ren] [Zhangsan bu  renshi t]
cop one-CLF person Zhangsan NEG know
“There is a person, who Zhangsan does not know t.”

(32) na-ge xuesheng, [Zhangsan bu  renshi t]
that-cLF  student Zhangsan NEG know
“That student,, Zhangsan does not know t..”

However, the ECs at issue do not behave in the same way as topicalisation with respect
to different types of predicates. In (33), it appears that when the coda has a predicate
encoding episodic eventuality (specific eventuality), the sentence is ill-formed, in contrast
with the well-formed (31) in which the coda has a non-episodic (individual level) predi-
cate renshi “know” instead. However, the extractions of a topic in (32) and (34) do not
discriminate different type of predicates (Zhang 2002; Pan 2014).

(33) *you [yi-tiao gou] [wo zai gouyuan-li zhaodao tle]
COP one-CLF dog I at  park-in find sfp
(“There is a dog that I found in the park.”)

(34) [ni-de  gou] wo =zai gouyuan-li zhaodao tle
you-pE dog I at park-in find sfp
“Your dog, I found (it) in the park.” Pan 2014, (46a)

In fact, ECs with OG coda pattern with (ex-situ) cleft-focus in showing “Episodic Even-
tuality Constraint” (cf. Zhang 2002; Pan 2014). (35) illustrates an ex-situ cleft focus
structure where the focused element nide taidu “you attitude” is fronted and preceded
by the copula shi, which is glossed as “be” (cf. Paul and Whitman 2008). Pan (2014)
has observed that an extracted focus is hardly acceptable in sentences encoding episodic
eventualities with action verbs such as ziao “look for” in (36), whereas an extracted
focus is fully acceptable in sentences encoding non-episodic eventualities such as xihuan
“like” in (35). Thus, given the contrast between (31) and (33), we see that ECs with OG
coda must obey “Episodic Eventuality Constraint” as well.

(35) shi [ni-de  taidu] [tamen bu xihuan t]

be you-DE attitude they NEG like

“It is your attitude that they don’t like.” Pan 2014, (49)
(36) *shi [ni-de  gou] wo =zai gouyuan-li zhaodao tle

cop you-DE dog I at  park-in find sfp

(“It was your dog that I found in the park.”) Pan 2014, (46b)
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Furthermore, ECs with OG coda are comparable to ex-situ cleft-focus regarding
the scope of copula. Pan (2017, forthcoming) notes that ski “be” does not scope over
the entire sentence but only scopes over the clefted shi + DP sequence. This is at best
illustrated when shi “be” is modified by adverbs such as keneng “probably”. Take (37),
the sentence can mean (i) in which keneng “probably” modifies shi + DP sequence, but
cannot mean (ii).

(37) keneng shi  [ni-de  taidu] [tamen bu xihuan  t]
probably be  you-DE attitude they NEG  like
(1) “Itis probably you attitudes that they do not like.”
(i) *“Itis probably the case that it is your attitude that they do not like.”

The same interpretative contrast is also found in ECs with OG coda. Analogously, the
existential copula you in (38) can only scope over the you + pivot string, giving rise to the
reading (i), but cannot scope over the entire sentence, yielding the impossible reading (ii).

(38) keneng you [yi-ge xuesheng] [Zhangsan bu  xihuan t]
probably cop one-cLF  student Zhangsan  NEG like
(i)  “There is probably a student that Zhangsan does not like.”
(i) *“There is probably a case that there is student that Zhangsan does not like.”

We therefore argue that ECs with OG coda have the same syntactic structure as that of
cleft-focus. In fact, subsuming cleft-focus and ECs under the same syntactic structure
is not new, cf. Huang (1988). Concerning ex-situ cleft-focus, Pan (2017) proposes that
the shi + DP sequence occupy the specifier position of a focus projection in the left

periphery in (39) (= [37]).

(39) [;ypl- - -keneng [ [[V® shi] [ni-de taidu ]]]] [}, [Foc®e][,tamen bu xihuan t]]]
probably be ni-DE attitude they  NEG like
“It is probably your attitudes, that they do not like t..”

Foc

As for ECs with OG coda, we claim that the you + pivot string occupies the specifier
position of a focus projection in the left periphery in (40) (= [38]). This structure can
account for the non-constituency of the pivot-coda string.

(40) [l .- keneng [ [, [V°you] [yi-ge xuesheng]]]][;,. [Foc®o]
probably COP one-CLF student

[, tamen bu xihuan ¢, ]]]
they NEG like
“There is probably a student that Zhangsan does not like.”
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Two questions arise from this analysis. The first question is about how the A-bar
dependency observed between the pivot in SpecFoc and the object gap in (41) is syntac-
tically derived. If the pivot undergoes movement to the landing position, it involves
a noncyclic movement under the standard analysis of movement (Chomsky 1993).
However, this problem can be overcome if we assume Sideward Movement a la Nunes
(1995, 2001), which is permitted under the Copy + Merge theory of movement. In this
theory, Move is not a primitive operation of the computational system; rather, it is the
mere reflex of the interaction among the independent operations Copy, Merge, Form
Chain, and Chain Reduction. Take our ECs at issue in (41), at a certain point in the deriva-
tion, we have two unconnected phrase structures in (42), which have been independently
assembled. The phrase yi-ge ren “a person” is then copied and merges with the copula you
in L, yielding M in (43b); finally K and M in (43) merge, yielding the structure in (44).

(41) you [yi-ge ren] [Zhangsan bu renshi t]
COP one-CLF person Zhangsan NEG know
“There is a person, who Zhangsan does not know t.”

(42) K= [ Zhangsan bu renshi [yi-ge ren]]
Zhangsan NEG know one-CLF person

L= you
cop
(43) K= [ Zhangsan bu renshi [yi-ge ren]]
Zhangsan  NEG know one-CLF person
M= [you [yi-ge ren]]
COoP one-CLF person
@) Lol - LlolV® youl [yi-ge person]]]] [, [Foc°e]

COP one-CLF person
[,, Zhangsan bu renshi t ]]]
Zhangsan  NEG know
“There is a person who Zhangsan does not know.”

The second question is why we can analyse the you + pivot sequence as a focus. In fact,
it has been widely argued that ECs introduce focal referents (denoted by pivots) that
have not been mentioned in the discourse context (Abbott 1993; Francez 2007). Abbott
(1993, 41) claims that the main function of existentials is “to draw the addressee’s atten-
tion to the existence and/or location of the entity or entities denoted by the focus NP”.
Erteschik-Shir (2007) argues that ECs are all-focus sentences predicated of a stage topic,
which is defined as “the spatio-temporal parameters of the sentence (here-and-now of the
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discourse)” (Erteschik-Shir 2007, 16). Regarding ECs with OG in Chinese, it is therefore
plausible to assume that the you + pivot sequence occur in SpecFoc, a focus position.

3.3 ECs with SG Coda (Again)

Previously, we have analysed ECs with OG coda as a cleft structure a la Pan (2017,
forthcoming). The structure accounts for the fact that the existential copula you does
not scope over the entire sentence, but only the you + pivot sequence. By contrast, we
note that in ECs with SG coda the copula you can scope over either the entire sentence,
or the you + pivot sequence. This can also be illustrated with adverbs such as keneng
“probably”, cf. (45).

(45) keneng  you [yi-ge ren] [t bu renshi Zhangsan]
probably coOP one-CLF person NEG know Zhangsan
(i) “There is probably a person who does not know Zhangsan.”
(i) “There is probably a case that there is a person who does not know Zhangsan.”

In Section 3.1, we have proposed a PredP structure for ECs with SG coda, cf. (30). In
that structure, the copula you embeds a PredP and therefore gives rise to the reading in
(451i). The structure of the reading in (451ii) is illustrated in (46).
(46) [... keneng [ [,,[V° you] [preqp [yi-geren] [peg [Pred® @ ]

cop one-CLF person
[ Op, [[C°0] [, t.burenshi Zhangsan]]]]]]]]

NEG know Zhangsan

“There is probably a case that there is a person who does not know Zhangsan.”

Nevertheless, in order to explain the reading in (451) where the copula you only scopes
over the you + pivot sequence, we claim that ECs with SG coda can have a cleft structure
as well, illustrated in (47).

47)  [;pl-- keneng [plyp[V°  you] [yi-ge ren]]] [;,. [Foc®o]
probably COP oOne-CLF person
[,t burenshi Zhangsan]]]
NEG know Zhangsan
“There is probably a person who does not know Zhangsan.”

Thus, ECs with SG coda are structurally two-way ambiguous, that is, they can be analysed
either as a PredP in (46) or as a cleft structure in (47).
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4. Summary

The paper examines the syntactic structures of two subtypes of Existential Constructions
(ECs) with the existential copula you in Mandarin Chinese, namely, ECs with subject-
gap (SG) coda and ECs with object-gap (OG) coda. We have shown that they must be
differentiated because they do not pattern alike as far as constituency and modal auxiliary
placement are concerned. However, they share syntactic properties such as the clause-like
status of the pivot-coda sequence and the existence of an A-bar dependency established
between the pivot nominal and the gap inside the coda. Based on these observations,
we argue that ECs with SG coda are structurally two-way ambiguous between a PredP
structure (cf. Bowers 1993; Del Gobbo 2014) and a cleft structure a la Pan (2017, forth-
coming), whereas ECs with OG coda only have a cleft structure.
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Abstract: This paper analyses the accusative subject of the acc-ing gerund as an instance
of an unmarked case assigned under the principles of Dependent Case Theory (Baker
2015). The analysis assumes that the acc-ing gerund is mainly clausal in its internal
structure, but counts as a DP domain for case assignment purposes (Abney 1987; Pires
2006). Other DP structures contain an NP which normally prevents unmarked case being
assigned to the subject/possessor, but this is not true for the acc-ing gerund. I defend the
claims that accusative can be an unmarked case and that genitive is a dependent case
and investigate some apparently problematic structures for my analysis.

Keywords: acc-ing gerund; Dependent Case Theory; accusative

1. Introduction: The English acc-ing Gerund
The English acc-ing gerund, exemplified in (1), has been the subject of much investiga-
tion (for example, Horn 1975; Schacter 1976; Reuland 1983; Abney 1987; Pires 2006):

(1) [Him washing the dishes] surprised everyone.

Researchers’ opinions vary on basic issues such as its category (clause or DP) and the
source of the accusative case on its subject. Certainly it is the least nominal of all the
English gerunds, having many internal properties similar to a clause. At the same time,
its external distribution is more like a DP (see Abney [1987] for a thorough discussion
of the properties of the construction).

65



UNMARKED ACCUSATIVE IN NON-FINITE DOMAINS: THE ENGLISH ACC-ING GERUND

From a standard Case theory position, whether couched in terms of case assignment
or case feature checking, there are two possibilities for the source of the accusative
case: the assigning/checking head is either internal or external to the gerund.' The
former possibility, adopted by Abney (1987) for example, tends to lead to rather ad hoc
suggestions as there is no obvious element in the gerund which stands in a one to
one relationship with the accusative case. The -ing morpheme appears in all gerunds,
which may have genitive or even no subjects and if we propose an abstract accusative
assigning head, as Abney does, its only justification is the accusative case itself.

The proposal that there is an external head responsible for the accusative assumes
a similar analysis as proposed for ECM constructions. Yet the acc-ing gerund is very
different from ECM clauses. It never appears as the complement of an ECM verb (Pires
2006), which should be an ideal position for it:

(2) (a) Iexpect[him to wash the dishes].
(b) *I expect [him washing the dishes].

Moreover, the acc-ing gerund can appear in subject position which ECM clauses cannot:

(3) (a) [Him washing the dishes] was unexpected.
(b) *[Him to wash the dishes] was unexpected.

If the ungrammaticality of (3b) is due to the unavailability of accusative case for the
subject of the ECM clause, it is a puzzle why the acc-ing gerund is grammatical here.
Moreover, if there is an external case assigner/checker, we would expect the case
assigned to differ depending on which position the gerund appears in. However, the
accusative case of the subject stubbornly remains accusative whether the gerund itself
is in subject or object position:

(4) (a) Iremember [him washing the dishes].
(b) [Him/*he washing the dishes] was uncharacteristic.

In this paper, I will provide an analysis of the acc-ing gerund from a different theore-
tical stand point; one which does not assume that case is assigned by a head. For this
reason, this analysis does not face the same problems as does standard Case theory in

1 Reuland (1983) proposes a hybrid theory in which case is assigned to the gerund from an
outside source and the head of the construction, the -ing morpheme, transmits the case to its
specifier. Alongside the assumption of the dubious mechanism of case transmission, the account
suffers from some of the problems outlined here for the assumption of internal and external case

assigners.
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trying to discover where the case assigning head is. This turns out to be a positive move
and the result is consequently less problematic. In the next section I will discuss this
analysis, starting with an introduction to Dependent Case theory (DCT: Baker 2015),
on which it is based.

2. The Analysis

2.1 Dependent Case Theory

Based on earlier work by Marantz (1991), Baker (2015) develops a theory of case
assignment which relies on the relationship between DPs rather than one between a DP
and a case assigning head. The theory relies on the distinctions between transitive and
intransitive contexts: the presence of two DP arguments, one c-commanding the other,
in the former and only one DP in the latter. Only in transitive contexts can a special
dependent case be assigned to one or the other of the two DPs. The other DP and the DP
of the intransitive context will be assigned unmarked case. The theory allows us to easily
capture the difference between nominative—accusative and ergative—absolutive case
systems.” Suppose the c-commanded DP in a transitive clause (the object) is assigned
dependent case. In this case the subjects of the transitive and intransitive clauses will get
unmarked case:

(5) DP,, VPDP_,

DPUNM V
As the two subjects get the same case and the object gets a different one, this is clearly
a nominative—accusative system. Now suppose the higher of the two DPs in the tran-
sitive clause gets the dependent case. The other two DPs will get the unmarked case:

(6) DP,,VDP .,

DP .,V
Here the subject of the transitive is distinguished from the object and the subject of the
intransitive. This is an ergative—absolutive system.

To confine the application of the rules of case assignment to a local part of
the structure, Baker introduces the notion of a domain, which he suggests might be
equated to phases (CP, DP, etc.). The two DPs, whose presence defines the condi-
tions of the assignment of dependent case, must be within the same domain. Thus

2 Baker’s (2015) theory also accounts for the tripartite case system, in which both the subject
and the object of a transitive structure are assigned different dependent cases, and the neutral
system, in which no dependent case is assigned. I will not detail this aspect of Baker’s theory

however as it is irrelevant to the current paper.
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the situation in which the presence of an object in a lower clause has an effect on the
case assigned to the subject of a higher clause is prevented. In addition, domains have
another function. Different domains may have different dependent and unmarked
cases defined for them. For example, while the unmarked case inside the clause might
be nominative, a different case, perhaps genitive (but see later), might be selected for
the DP domain.

A question arises which is of relevance to the present paper concerning the domain
status of VP. As a spell out domain it stands to be a case domain and Baker claims that
it is. However, languages appear to differ in terms of whether VP always behaves like
a domain. In some languages only those NPs which move out of the VP interact with
the subject to determine case and those which do not behave as though they are in sepa-
rate domains. Other languages allow interaction between all NPs that originate inside
the VP and the subject, regardless of whether there is any reason to believe that they
move out of the VP or not. To accommodate this difference, Baker claims that while
VPs are always spell out domains, there is a distinction between those whose internal
content can be considered when evaluating the case assignment in the clause (a soft
phase boundary) and those whose internal contents are inaccessible at the clausal level
(a hard phase boundary). English qualifies as having a soft VP.

Baker also distinguishes between phrases which can be assigned case, case
receivers, and phrases whose presence determines the conditions under which depen-
dent case can be assigned, case competitors. The DP is clearly both a case receiver and
a case competitor. APs, on the other hand, may bear case but their presence never affects
which case is assigned. Therefore they are case receivers but not case competitors.
Baker claims that NPs are the opposite to adjectives, i.e., something that cannot bear
case but whose presence affects which case can be assigned. This is motivated by the
possibility of ergative possessors. Ergative case, as we discussed, is a dependent case
assigned to the higher of the two case competitors. But the possessor is often the only
DP to be found within the DP domain. How can it therefore be assigned a dependent
case? Its configuration looks similar to an intransitive context in which only unmarked
case can be assigned:

(7 DP IP
/"
DP D’ DP I
/"
D NP 1 VP
AN /\
N Vv

Baker suggests that it is the NP that counts as the other case competitor in the domain,
thus allowing dependent case to be assigned to the possessor.
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Having introduced the relevant notions of DCT, we can now move on to consider
the structural facts concerning the acc-ing gerund which inform how case is assigned
within it.

2.2 The Structural Analysis of the acc-ing Gerund

As mentioned previously, there is disagreement about the category of the acc-ing
gerund. Its clausal properties suggest that it should be analyzed as a clause but its distri-
bution suggests that it should be a DP. Abney (1987) attempted to capture both of these
aspects of the construction by proposing that it is a clause which becomes nominalized
only at its highest structural level:

(8) DP

)

ing

=
)
S

Ia

)

g
8
—_

P

wash the dishes

Pires (2006) offers an alternative analysis in which the gerund is an IP whose head (-ing)
requires case and so its distribution is the same as a DP. To my mind, this is tantamount to
claiming that the construction does have DP properties at its top most level and so there
is not much difference between the two analyses apart from the nominalising mechanism
itself: for Abney the -ing morpheme does this in the same way that category changing
morphemes generally do and for Pires -ing is a head which transmits its properties to the
phrase. This difference is immaterial for my purpose. The only thing I require is that the
acc-ing gerund count as a DP domain. Whether this is because it is a DP categorially or
because it has DP properties which determine its distribution is not significant.

2.3 The Analysis
If the acc-ing gerund counts as a DP domain, then it is a DP domain with an unusual
property: it does not contain an NP. DPs headed by determiners contain NPs as this is the
only complement determiners select for, in the same way that inflections select for VPs
and complementisers select for IPs. This might be stated in terms of Grimshaw’s (1991)
notion of an extended projection: determiners F-select NP and so DP is the extended
projection of NP.

On the assumption that NP is a case competitor, this means that the acc-ing gerund
has an internal structure approximating an intransitive context whereas all other DPs
have a transitive-like structure, containing two case competitors:
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(9)  DP DP
DPacc DP gen

VP NP

We can use this distinction to our advantage in offering an explanation of why the
acc-ing gerund has a different case on its specifier: accusative case must be unmarked in
the DP domain and hence is assigned to the subject when there is no other case compe-
titor. As a consequence we must accept that genitive case is a dependent case, assigned
in the presence of another case competitor.

It might be wondered why, if acc-ing gerunds have more of a clausal structure, the
appearance of an object in the VP does not affect the case assigned to the subject. This
turns out to be support for the assumption that accusative is the unmarked case in the
DP domain, as in a dominantly nominative—accusative system which English adopts,
the unmarked case is assigned to the subject regardless of whether or not an object
is present. It is the subject’s presence that determines that the object will be assigned
accusative case, which in the gerund it is.?

From this perspective it is the genitive case, as a dependent case, that needs
explanation as English does not assign dependent case to the higher case competitors
in other domains. To account for this, I claim that as the NP is not a case receiver, it
cannot be assigned dependent case. Therefore whenever an NP is present it defines the
conditions for the assignment of dependent case, being a case competitor, but this must
be assigned to the other competitor, i.e., the possessor.

I will quickly summarize the main points of this analysis before moving on to
defend it:

e The English acc-ing gerund is a DP domain which lacks an internal NP.

e In the DP domain, genitive is the dependent case and accusative is the
unmarked case.

e In the DP domain, the dependent case is assigned to the c-commanding case
competitor.

3 How the object of the poss-ing gerund gets its case is another issue. Baker (2015) claims that
NP is a domain, and so the possessor and the object of the verb are not able to interact. However,
I assume that the structure of this gerund contains a full vP inside the NP which is where the
subject originates. Thus the object of the verb gets its accusative from being c-commanded by the
trace of the subject within the NP. The -ing of gerund does not contain a vP and hence the subject/

possessor originates outside of the NP and is unable to licence accusative case on the object.
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3. In Defence of the Analysis

3.1 Genitive as a Dependent Case

Baker (2015), following Marantz (1991), specifically argues against genitive being
taken as a dependent case. He argues that genitive must be the unmarked case in the DP
domain because some languages display double genitive constructions:

(10) (a) yuubokumiN no toshi no  hakai (Japanese)
nomad GEN city GEN destruction
“the nomad’s destruction of the city”

(b) John-oota Mary-oota padam (Tamil)
John-GEN Mary-GEN picture
“John’s picture of Mary”

His argument is that if one of these DPs were to receive a dependent case, the other
would necessarily be in a different (unmarked) case. The only way to have two identical
cases in one domain is for them to both be unmarked.

This argument seems to ignore the possibility that two dependent cases can be
assigned within a single domain. The result is a tripartite case system. Although in the
tripartite case system the two dependent cases differ, there is nothing in the theory that
suggests that a dependent case assigned to the higher DP and the one assigned to the
lower one must be realized by distinct forms.

Moreover, Baker (2015) himself argues that NP is an obligatory domain to
account for why dependent case is never assigned within it. Therefore in (10), the two
DPs are in different domains and so do not interact with each other. As argued above,
NP cannot be assigned dependent case and therefore the higher genitive DP in these
constructions must be dependent, as it is in English. The special property of the small
number of languages which display this construction is that they also select genitive
as the unmarked case of the NP. Thus these examples provide us with evidence of
other languages which select the same case to be dependent and unmarked in different
domains.

Considering the facts of the English acc-ing construction, we are in fact forced
to accept that genitive cannot be unmarked. If accusative is unmarked, then obviously
genitive cannot be unmarked as well. Suppose then that the accusative is not unmarked.
It is therefore dependent. But what is it dependent on? There is no other case compe-
titor within the acc-ing gerund as this contains no NP. Suppose we are wrong about
this and there is an NP. Therefore accusative is the dependent case assigned to the
subject of a DP in the presence of an NP. But if this is true there would never be any
genitive subjects of DP, they would all be accusative. The only set of assumptions under
which we get accusative subjects of acc-ing gerunds and genitive subjects of all other
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DPs is: (i) the acc-ing gerund contains no NP; (ii) accusative is unmarked, assigned to
the single case competitor in the DP domain and (iii) genitive is the dependent case,
assigned to the higher case competitor in the domain.

Finally, note that there is no internal contradiction within the theory in assuming
that genitive case is dependent. As was pointed out above, some languages have erga-
tive possessors. If ergative is a dependent case, as it is usually assumed to be, then
clearly it is possible to assign dependent case to the possessor. The only difference
between those languages with ergative possessors and those with genitive ones is that
the former have the same dependent case for both clausal and DP domains whereas the
latter have different ones. As both dependent and unmarked cases can be defined inde-
pendently within different domains, the situation in which there is one dependent case
for the clause and another dependent case for the DP is perfectly possible.

3.2 Unmarked Accusative

The second contentious claim made in the analysis presented in Section 2.3 is that
in the DP domain accusative is unmarked. This is contentious for two reasons. First
accusative is normally seen as the dependent case in the nominative—accusative system
and secondly accusative definitely is a dependent case in English clauses. There are two
questions that need addressing therefore:

e Can accusative ever be unmarked?
e Can one case be both dependent and unmarked in a single language?

The first question, when taken in isolation, turns out not to mean very much. One
could point to the fact that nominative case, which is normally seen as the unmarked
case supreme, can in some languages be the marked form. For example, the Ethiopian
language Oromo (Owens 1985, quoted in Baker 2015, 90), displays this case pattern:

(11) (a) Sarée-n adii-n ni’ iyyi-f-i.
dog-MNOM  white-MNOM FOC bark-F-IMPF
“The white dog is barking.”

(b) Hurrée-n arka d’olki-t-i.
fog-MNOM  sight. ABS prevent-F-IMPF
“Fog reduces visibility.”

Baker analyses this as involving the assignment of dependent case to the case competitor
which is NOT c-commanded by another, a property which subjects in both transitive and
intransitive contexts share. The question is: is this the same case as nominative? In the
sense that it is the case shared by subjects, then the answer is yes. But in the sense that
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nominative is the unmarked case assigned in a nominative—accusative system then, no,
it is not nominative. The issue comes down to the rather uninteresting question of how
we name cases. A different, but similar, issue arises from the analysis proposed in the
present paper. Are the two instances of the object of a transitive clause and the subject
of the acc-ing gerund the same case? If cases are defined by the conditions of their
assignment, then they are not the same case. On the other hand if we define accusative
in terms of the form that is used to realize them, then given that the same form is used,
then they are the same case. Again, it comes down to the issue of how we name cases.

Once one sees the issue in these terms, the second question posed above can be
stated in a different way:

e Do we ever realise two different cases with the same form?

Case syncretism is an extremely common phenomenon and as such the claim that
English makes use of the accusative pronouns to realize the dependent case assigned
to the object of the clause and the unmarked case assigned to the subject of the acc-ing
gerund turns out to be not at all contentious. The same can be said of those langu-
ages with double genitive constructions: one form is used to realize the dependent case
assigned in the DP domain and the unmarked case in the NP.

4. Potential Problems

4.1 Nominative Possessors

The claim made previously that the possessor of the DP can only be assigned unmarked
case in the absence of the NP is challenged by the appearance in some languages of
nominative possessors. Typically these are not instances of marked nominatives and
so we can assume that they have an unmarked case assigned to them. Hungarian offers
such a case:

(12) (a) Janos kalap-ja
John-NOM hat-3sing.
“John’s hat”
(b) a(z  ¢én) kalap-om

the [-NOM hat-Ising.

(c) a(z 0) kalap-ja
the  he-NOM hat-3sing.

(d) a (mi) kalap-unk
the  we-NOM hat-1pl.
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Not only is the full nominal unmarked for case, but also there are distinct forms
for pronouns, when overt, which are the same as those which appear as subjects of the
finite clause. But these are normal DPs containing an NP. So how can the possessor
be assigned an unmarked case?

While DCT offers a different system of case assignment to the standard theory,
Baker (2015) does not claim that it completely replaces standard case theory. In parti-
cular, he notes, there is much to be said for the assumption that nominative case and
finite inflection are linked in the way that standard case theory claims. It may be
a point of parametric variation as to whether a language has a head assigned nomina-
tive or a nominative assigned under the principles of DCT. Therefore, it is possible
that nominative case on possessors is not a result of an unmarked case assigned
because dependent case is assigned to the NP, but of the assignment by an agreement
head. This is particularly relevant for Hungarian as, as can be seen in (12), the DP
does contain an agreement morpheme associated with the possessor.

With the possibility that nominative case can be assigned by an agreement head,
we will have to revise our claim for what cases can be assigned to the possessor
within the DP domain. Specifically it is predicted that there can only be an unmarked
possessor if: (i) there is no NP or (ii) the possessor is associated with an agree-
ment morpheme. Evidence for this comes from typological studies. In typological
work it is not uncommon to classify languages as being either “head marking” or
“dependent marking”. In terms of possessors this translates into whether possession
is marked on the possessor as a case morpheme or on the head noun as an agreement.
Krasnoukhova (2011) presents a survey of 55 South American languages, roughly
half of which demonstrate head marking with respect to possessives and the other
half were dependent marking. Thus, most of the sample either had a case marked on
the possessor or an agreement morpheme. Only two languages in the sample were
both head and dependent marking. Seven of the languages showed neither dependent
nor head marking for pronominal possessors, which might be problematic for the
current prediction if any of these languages turned out not to be case neutral langu-
ages. Unfortunately, Krasnoukhova did not name the languages in her sample which
fell into this group, so it was impossible to check. However, the one example that
Krasnoukhova did name, Urarina, does indeed not make use of morphological case at
all (Dryer 2013). On the whole then, these results are fairly positive for the prediction
made above.

4.2 Nominative Absolute Clauses
There is a gerund-like construction in English which makes use of a nominative subject:
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(13) We appointed Max, [he being the best qualified candidate].
(Huddleston and Pullum 2002, 1220)*

Again we see here a case which appears to contradict our prediction that possessors
cannot have unmarked case, unless it is assigned by an agreement morpheme. However,
there are certain observations concerning this construction which suggest that it is not
the counterexample it appears to be.

The first thing to note is that the construction is extremely limited, both in its
distribution and its internal make up. Such clauses can never appear in argument posi-
tions and are restricted to the absolute function, modifying clauses:

(14) (a) *he washing the dishes was unusual
(b) *I didn’t approve of he washing the dishes.

Furthermore, even as absolute clauses, they can only be formed using the verbs being
or having.

(15) (a) John left, [he being late for his appointment].

(b) [he having failed to impress us].

(c) *he knowing that we didn’t need him].

A search of the British National Corpus revealed only 73 instances of nonfinite “ing”
clauses with a nominative subject, showing that this is not a very prevalent construction.
All of these were absolute clauses, 49 contained being and 24 having, confirming the
above claims. These limitations would suggest that what we have here is a kind of fossi-
lized structure instead of something productively formed by the grammar.

A look at the history of the construction adds more weight to this suggestion and
indicates that its origins are also far from usual. The construction dates back to Old
English and originally took a dative subject (He and Wu 2015). Records of a nomi-
native subject date back to the middle of the 14th century, but its use did not become
more prevalent until the early 1800s. It seems that its use was championed by a literary
group and there was much comment about it, both negative and positive, in scholarly
works of the time. Its use stabilized soon after this and has not changed much since.
Huddleston and Pullum (2005) claim that the use of the nominative in this construction

4 A reviewer points out that, while Huddleston and Pullum (2002) do not generally make
a distinction between gerund and present participle clauses, the example given above is exactly
the one for which they do note a difference. However, they do not discuss the distinctions pointed
out immediately below in the present paper, which demonstrate that with the use of the nomina-

tive subject we do indeed have a different construction from the gerund.
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is more prevalent than the accusative, as the use of the accusative is informal which
jars with the rather formal nature of the construction. But this is contradicted by Hu and
Wu’s (2015) data, which show that the use of an accusative subject in absolute clauses
has been gaining ground on the nominative absolute since the 1920s and in the present
day it is by far the most common form in absolute clause usage. Moreover, absolute
clauses with accusative subjects, unlike nominative absolutives, can appear with verbs
other than be and have. What this suggests is that the nominative absolute clause is
a fossilized “prestigious” form resulting from aggressive prescriptivism which is being
replaced by the productive gerund construction in this function. From this perspective,
the nominative absolute construction is not a counterexample for the claims we have
made in this paper.

5. A Brief Word on Default
So far I have not discussed the possibility that the accusative case in the acc-ing gerund is
an instance of the default, as claimed by Schiitze (1997). This turns out to be a complex
issue which deserves more space than I have here. I will give a brief response here, but
for a detailed discussion of the issue see Newson (2018).

Schiitze (1997; 2001) identifies a number of contexts which he claims involve the
default accusative, the acc-ing gerund being one.> His data indicate that some of these
contexts allow for a variant in which the nominative may appear, and some do not:

(16) (a) Why couldn’t he take my car and me/?1 his?
(b) Me/*1, I like beans.

Although he proposes that default case, being an instance of the failure of case
assignment rather than an actual assigned case itself, is susceptible to outside interfe-
rence from extra linguistic considerations, such as prescriptive doctrine, he does not
explain why the kind of variation we see in (16) is not uniform across his list of “default
contexts”.

The choice of the contexts that Schiitze identifies is in part informed by his theory
of case assignment, which is based on the standard head assignment idea. All of these
contexts fail to have a head that could assign case to the relevant pronoun and hence
the default form emerges.

However, the present theory makes other predictions, as it assumes that case
assignment is not necessarily restricted to contexts where a case assigning head is
present. What is required for case assignment is that the relevant structural conditions
be met, i.e., there must be a domain in which c-command relations can be established.

5 In his dissertation, Schiitze lists the acc-ing gerund as one of 12 contexts that he claims

involve the default, though in the Syntax paper he only mentions the construction in a footnote.

76



MARK NEWSON

If this is met, then dependent and unmarked case can be assigned, if it is not then
the default will emerge. This theory makes more accurate predictions about where the
default appears, as indicated by its alternation with the hypercorrective nominative, and
where unmarked accusative is assigned. The latter, being an assigned case, does not
enter into alternation with the nominative.

Obviously, the acc-ing gerund falls into the category in which unmarked accusa-
tive is assigned and, as predicted and as demonstrated in the previous section, the nomi-
native is not an option.

An important observation following from this work is that the unmarked accusa-
tive is not just restricted to the DP domain. Indeed, from this perspective it can be
argued that the general unmarked case in English is accusative and that it is only in the
finite clause that we find the special unmarked nominative.

6. Conclusion

In this paper I have proposed an account of the English acc-ing gerund which adopts
a theory of case assignment based on the idea that cases are assigned under certain
structural configurations rather than the standard government-type relations. This has
involved making a few claims which are novel in this theory, but essential to cover the
construction. These claims are defensible and do not contradict the general assumptions
of the theory. There are some phenomena which appear to contradict the claim that the
possessor can only receive unmarked case if there is no NP. However, these turn out to
be unproblematic once seen in the right light. The success of the present analysis stands
in contrast to the problems faced by other accounts which assume the accusative case
is either assigned by some head or is an instance of default.
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Abstract: The paper discusses differences between object agreement in general and the
LAK-agreement form identified as a special form of it in Hungarian. We show that it is
not restricted to transitive verbs but to accusative environments in a broader sense, and,
based on parallels with reflexives, propose a syntax-pragmatics interface driven account
of LAK-agreement in terms of Participant Oriented Relational Agreement (PORA). This
raises questions concerning dative control and the permissive constructions of Hungarian
as well. We argue that the PORA analysis not only leads to a more explanatory account
of the data but also has the interesting consequence of providing compelling evidence for
the existence of unmarked passives in some of the permissive constructions of Hunga-
rian, further supporting the claim made in Pitteroff (2015) that “a passive syntax does
not have to correlate with passive morphology”.

Keywords: object agreement; reflexivity; passive infinitive

1. Introduction

Hungarian finite verbs agree with their subjects as a default, but in the presence of
a definite object a different agreement paradigm is used. In case of a first person singular
subject and second person (singular or plural) object a special form of the agreement
marker surfaces, which is not found in the second or third person subject paradigm.
Based on its morphological realization we are going to call it LAK-agreement. This
LAK-marker is usually taken to be a part of the object agreement paradigm in spite of
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earlier observations (den Dikken 2004) showing that some intransitive verbs can also
bear this morpheme. The present paper addresses this apparent anomaly and offers
a more refined analysis of the data. In order to do so, first some background information
is provided on what we claim to be two different types of definiteness agreement. This
claim is further supported by constructions with multiple embedding, which turn out to
be subject to different locality restrictions depending on whether we are dealing with
definiteness agreement in the narrow sense (to the exclusion of LAK-agreement) or
LAK-agreement. Then we go on to discuss some relevant word order facts of Hungarian
focusing on a contrast between the preverbal and the postverbal domain. The next section
discusses the different patterns permissive hagy “let” can appear in, both in finite and
non-finite clauses focusing on the different patterns of agreement. The central observation
of the paper is that LAK-agreement shows the same patterns as reflexive sentences with
hagy “let”: whenever reflexives are possible, LAK-agreement is well-formed as well,
and when reflexives are ruled out, LAK-agreement is not possible either. Drawing on this
parallel and Reinhart and Reuland’s (1993) account of reflexivity, we propose an analysis
in terms of the shared relational nature of reflexives and LAK-agreement. In both of
the cases the construction encodes a relationship between semantically or pragmatically
salient participants: in the case of reflexives the reflexive anaphor itself expresses that
the subject of the predication is to be understood as being the same as its object, in the
case of LAK-agreement the verbal inflection encodes the two main contributors of the
communicative situation, the speaker and the hearer.

This proposal has an interesting consequence: it predicts that in certain constructions
containing permissive hagy “let”, the embedded infinitival clause is best understood as
passivized. This is discussed in detail in Section 4. The section that follows introduces
cross-linguistic data with similar claims for certain German permissive constructions
(Pitteroff 2015) and Czech retroactive infinitives (Dotla¢il and Simik 2013). All these
data suggest that passivization does not always correlate with passive morphology.

The paper finishes with a discussion of cross-linguistic differences and, to account
for the rarity of the construction, suggestions for requirements that a language needs to
meet in order to allow for these patterns.

2. Background Information on Hungarian

This section discusses in detail the two patterns of object agreement in Hungarian,
and introduces those word order facts that will turn out to be relevant for the account
proposed in Section 4.

2.1 Object Agreement

2.1.1 Object Agreement in Simple Sentences

Definiteness agreement in Hungarian leads to the following patterns: in the presence
of a definite object the definite (also called object) conjugation is used. If the object is
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indefinite or there is no object in the sentence the indefinite (also called subject) agree-
ment forms appear in the verb, as shown in Table 1. Illustrative examples are given in (1).!

Intransitive
fut-ok ldit-ok ldt-om
Sfut-sz lat-sz lat-od
fut-0 lit-9 ldt-ja
Sfut-unk lat-unk lat-juk
fut-tok ldit-tok ldt-jditok
fut-nak ldit-nak ldt-jdk

Table 1. The present tense definite and indefinite paradigm

(1) (a) Anna lat/*1at-ja egy konyv-et
Anna.NOM see.INDEF/see-DEF*  a book-Acc
“Anna sees a book.”

(b) Anna *lat/lat-ja a konyv-et
Anna.NOM sce.INDEF/see-DEF the book-Acc
“Anna sees the book.”

If the subject is first person singular and the object second person (singular or plural),
a unique marker of agreement, -lak appears on the verb.> As Table 2 indicates, when
the subject is second or third person singular, the usual definite or indefinite endings
are used, just like in the whole plural subject paradigm not shown in the table. It is
important to note that (for reasons irrelevant for the present discussion) first and second
person pronouns trigger indefinite verb forms, but anaphoric pronouns always appear
with a definite verb form.

1 For the more subtle details concerning the nature of the object and the form of the verb see
Barany (2015), who accounts for the data in terms of Differential Object Marking (DOM). Bartos
(2000), and Szécsényi and Szécsényi (2016; 2017) also discuss related issues.

2 In the examples we focus on object agreement and do not indicate subject agreement
separately.

3 Since Hungarian has vowel harmony, there is a corresponding form with a front vowel, -lek.
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Transitive lat “see”

IsG lat-om magam (DEF) lat-sz engem (INDEF) lat-@ engem (INDEF)
25G lat-LAK téged (LAK) lat-od magadat (DEF)  lat-@ téged (INDEF)
3sG lat-om 6t (DEF) lat-od ot (DEF) lat-ja ot (DEF)

lpL lat-om magunkat (DEF)  ldt-sz minket (INDEF) lat-@ minket (INDEF)
2PL lat-LAK titeket (LAK) lat-od magatokat (DEF) lat-O titeket (INDEF)

3PL lat-om oket (DEF) lat-od dket (DEF) lat-ja 6ket (DEF)

Table 2. -lak/lek agreement with 1SG subject and second person pronominal object

In the simplest cases shown above definiteness agreement and LAK-agreement cannot
be distinguished. Simple sentences do not reveal much about whether the two agreement
patterns differ. Focus on simple sentences often results in the conclusion that the two are
not to be distinguished (Barany 2015), and the LAK form is just an exceptional marker
of definiteness agreement. It is at this point that we diverge from earlier accounts and
emphasize the importance of working with more complex data in order to see more
precisely how agreement works. We have found that infinitival constructions reveal
more of the real nature of the two agreement patterns in spite of the fact that infinitives
themselves do not agree with their objects. This is what is discussed in the next section.

2.1.2 Object Agreement across Infinitival Clauses

It is not only nominal expressions that trigger different agreement patterns on the selecting
verb, a contrast in agreement forms can observed between finite and infinitival clauses
as well. A finite clause triggers definite agreement (2a), whereas an infinitive typically
counts as indefinite (2b).

(2) (a) (En)  tud-om, hogy (te) szeret-ed a csoki-t.
Inom  know-DEF  that  youNoMm love-DEF the chocolate-acc
“I know you like chocolate.”

(b) (En)  tud-ok usz-ni.
I.NoM Kknow-INDEF  Swim-INF
“I can swim.”

However, when an infinitival verb selects its own object, it can, and in most of the cases

does affect the definiteness agreement appearing on the finite verb. This is what makes
infinitival constructions an optimal testing ground for us: the existence of different

82



KRISZTINA SZECSENY! AND TIBOR SZECSENYI

agreement patterns for the same type of object. Some verbs with infinitival complements
show object agreement, while some others do not. Crucially, the class of verbs that
shows definiteness agreement and LAK-agreement overlaps, but is not the same. The
different verb classes and speaker variation are discussed extensively in Szécsényi and
Szécsényi (forthcoming), what follows below is a brief summary of the attested patterns.
What we systematically compare is whether agreement with a definite/indefinite object
and LAK-agreement are possible for a verb selecting an infinitival complement.* Three
different groups can be observed.

1. Transitive verbs and auxiliaries taking infinitival complements obligatorily agree with
the object of the infinitive. The subject control verb akar (“want”) is our representative
example in (3). Agreement is full, both definiteness (3ab) and LAK-agreement (3¢) are
obligatory.

(3) (a) Definite infinitival object—definite finite verb
Anna *akar/akar-ja olvas-ni a  konyv-et
Anna.NOM want.INDEF/want-DEF ~ read-INF  the book-Acc
“Anna wants to read the book.”

(b) Indefinite infinitival object—indefinite finite verb
Anna akar/*akar-ja olvas-ni egy konyv-et
Anna.NOM want.INDEF/want-DEF  read-INF  a book-acc
“Anna wants to read a book.”

(c) 1sG subject, second person infinitival object
(En)  akar-lak  lat-ni  (téged)
ILNoM  want-LAK  see-INF  yOu.ACC
“I want to see you.”

2. Some verbs optionally show LAK-agreement (4b), but definiteness agreement leads
to ungrammaticality (4a), as pointed out in Den Dikken (2004) as well. This pattern
strongly suggests that definiteness agreement and LAK-agreement are independent
syntactic processes. The lack of agreement with the definite object of the infinitive
is easy to account for: as opposed to the members of the previous class, these verbs
are not transitive themselves, they only agree with their subject. When not taking an
infinitival clause they are either objectless or select for an argument in oblique case. In
such cases LAK-agreement is ruled out (4c, 5b). The obvious question that arises at this

4 Objects of infinitival adjunct clauses do not agree with the finite verb. This suggests that

infinitival adjunct clauses are not transparent for object agreement.
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point is what licenses it in constructions like (4b). One of the conditions is clearly the
presence of a second person object, but the question still remains: how can a verb show
LAK-agreement if it is not transitive under the assumption that LAK-agreement is part
of the object agreement paradigm?

(4) (a) Anna késziil/*késziil-i olvas-ni egy/a konyv-et
Anna.NOM prepare.INDEF/prepare-DEF  read-INF  a/the  book-Acc
“Anna is preparing to read a/the book.”

(b) (En)  késziil-ok/*késziil-om/késziil-lek meglatogat-ni  (téged).
[.LNOM  prepare-INDEF/prepare-DEF/prepare-LAK  ViSit-INF YOU.ACC
“I was preparing to visit you.”

(c) Késziil-o0k/*Késziil-om/*Késziil-lek a vizsga-ra.
prepare-INDEF/prepare-DEF/prepare-LAK ~ the  exam-SUBL
“I prepare for the exam.”

(5) (a) (En)  jot-te-lek meglatogat-ni  (téged).
[LNOM come-PAST-LAK  ViSit-INF YOU.ACC
“I have come to see you.”

(b) *(En) jot-te-lek
ILNOM  come-PAST-LAK

3. Finally, there are verbs that do not agree at all with the object of their infinitival
complements. As pointed out in den Dikken (2004) these verbs are typically morpholo-
gically complex verbs. In the verb probalkozik “try”, the morpheme kozik has the same
form as the reflexive suffix of Hungarian. Hungarian offers a nice contrast to support
the claim that it is indeed the presence of the extra suffix that is to blame: there are two
verbs meaning “try” in Hungarian, the morphologically complex one that we can see in
example (6) meaning “try hard”, and the suffixless version probal “try”, which behaves
as can be expected of a transitive verb described in the first group.

(6) (a) *Anna probal-koz-za megtanul-ni a vers-et
Anna.NOM try-KOZ-DEF  learn-INF the poem-acc
“Anna is trying to learn the poem.”

(b) *(En) probal-koz-ta-lak  lefeste-ni téged

[LNOM  try-KOZ-PAST-LAK  paint-INF  yOU.ACC
“I was trying to paint you.”
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(7) (a) Anna probal-ja megtanul-ni a vers-et.
Anna.NOM  try-DEF learn-INF the poem-acc
“Anna is trying to learn the poem.”

(b) *(En) probal-ta-lak lefeste-ni téged
[LNOM try-PAST-LAK  paint-INF  yOUu.ACC
“I was trying to paint you.”

2.2 Word Order

The second property of Hungarian relevant for us in the present paper is its word order.
As discussed e.g.. in Szabolcsi (1997) and E. Kiss (2008), the word order of Hungarian in
the preverbal domain is determined by information structure and scope. Postverbal word
order is free. In that domain the word order may be characterized by Behaghel’s (1932)
Law of Growing Constituents: shorter constituents tend to be closer to the verb than
longer ones. This results in the following pattern:

(8) RefP>> DistP >> FocP >> TP >> vP ... (Szabolcsi 1997)

Infinitival complement clauses undergo restructuring, as a result of which they can scramble
with constituents of the matrix clause (cf. K. Szécsényi 2009; T. Szécsényi 2013) as shown
in (9). In that case the usual restrictions on word order apply: topics and foci precede the
matrix verb (including constituents from the infinitival clause), and information structurally
neutral elements are postverbal, ordered according to phonological weight. It means that
it can be hard to say whether a postverbal constituent is an argument of the finite verb
or the infinitive, which is going to play an important role in the analysis proposed later.

(9) HOLNAP akar-ja Péter-t Mari meglatogat-ni
tomorrow  want-DEF  Peter-acC  Mari.NOM  Visit-INF
“Mary wants to visit Peter TOMORROW.”

3. The Case of Permissive hagy “let” in Hungarian
Returning to the main target of this paper, permissive constructions with zagy “let”, the
first observation to make is the multitude of constructions it can appear in. It can introduce
different types of finite that clauses as well as different patterns of non-finite complementation.
With a finite clausal complement sagy can have a dative DP argument as well, which
is obligatorily coreferent with the subject of the that clause (10a). This dative complement
gets its theta role from permissive hagy. The main clause optionally contains a proleptic
accusative pronoun, azt “it” introducing the clause. There is another finite ~agy construction,
where there is no dative complement, only the optional proleptic pronoun azt “it” (10b).
In this construction a constituent of the embedded clause can move into the position of
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the expletive. If the subject of the subordinate clause moves to the matrix clause, it gets
accusative case from the matrix sagy verb, but no thematic role (10c).

(10) (a) Anna hagy-ja Mari-nak, (az-t) hogy (8) ir-jon egy level-et
Anna.NoM let-DEF Mari-DAT it-acC that she.NOM write-SUBT a  letter-acc
“Anna lets Mary write a letter.”

(b) Anna hagy-ja (az-t), hogy Mari ir-jon egy level-et
Anna.NOM let-DEF it-acc that Mari.NOM write-SUBJ a  letter-acc
“Anna lets Mary write a letter.”

(¢) Anna hagy-ja Mari-t, hogy t/*6 ir-jon egy level-et
Anna.NOM let-DEF Mari-AccC that write-SUBJ  a letter-acc
“Anna lets Mary write a letter.”

The data in (10) indicate that the dative version is ditransitive, and the accusative
a monotransitive construction.

With a non-finite clausal complement the verb hagy “let” is generally followed
by an accusative DP complement understood as the subject of the infinitival clause.
The question arises whether it is the result of object control or subject-to-object raising
(also called ECM),’ which is something that we consider in more detail in the next
section. Dative forms are usually ungrammatical (11a, b). However, when the non-finite
verb has an object of its own, which is invariably assigned accusative case, a dative
complement is preferred with sagy (11¢). We assume that it is the result of the two
accusative forms ending up in the same domain after restructuring takes place. Notice
that the presence of two accusative DPs is not a problem when hagy takes a finite
complement since apparently they are then in two different domains.

(11) (a) Anna hagy-ja Mari-t/*Mari-nak alud-ni
Anna.NoM let-DEF  Mari-Acc/Mari-DAT  sleep-INF
“Anna lets Mary sleep.”
(b) Anna hagy-ja Mari-t/*Mari-nak beszél-ni  a film-rél

Anna.NoM let-DEF Mari-Acc/Mari-pDAT  talk-INF ~ the film-DEL
“Anna lets Mary talk about the film.”

5 Section 3.5 presents evidence for the superiority of the subject-to-object raising analysis as
opposed to an ECM account according to which the infinitival subject remains in the embedded

subject position.
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(c) Anna hagy-ja ??Mari-t/?Mari-nak  megnéz-ni a film-et
Anna.NoM let-DEF  Mari-acc/Mari-pAT ~ watch-INF  the film-aAcc
“Anna lets Mary watch the film.”

3.1 Control vs. Raising: Téth (2000)

In order to account for the alternation between dative and accusative forms in sentences like
(11c), Toth (2000) proposes that the accusative form is the result of ECM/raising-to-object,
whereas sentences with the dative form are dative control constructions similar to the finite
sentence that we saw in (10a).

(12) ACC DP + infinitive: ECM/raising-to-object:
[agor DP{(ACC) haTV [tp i V+ni [agor DP(ACC) ...1]]
Case

(13) DAT DP + infinitive: dative control:
hagy DP{(DAT) [cp [agsp eci Agr [tp V+ni [sgor DP(ACC) ...]]]

Case + 0-role

In order to support her proposal Toth (2000) presents the sentences shown below, where
(14a) is ambiguous between readings where accusative Katit is the deliberate or accidental
hitter of herself. The accidental interpretation is absent from (14b) containing Katinak
in a dative form, the sentence can only be understood with Kate hitting herself delibe-
rately in spite of this being the less natural of the two possible readings. That is, the
different argument structures of the verb hagy “let” are reflected in the infinitival
constructions of Hungarian as well.

(14) Toth (2000, 253)
(a) Nem  hagy-tam Kati-t megiit-ni maga-t
not let-1SG.DEF Kate-acc hit-INF herself-acc
“I did not let Kate hit herself (accidentally against some hard object).”
“I did not let Kate hit herself (deliberately with something).”

(b) Nem hagy-tam Kati-nak  meglit-ni  maga-t
not let-1sG.DEF  Kate-DAT  hit-INF herself-acc
“I did not let Kate hit herself (deliberately with something).”

3.2 Hagy “let” and Object Agreement

Changing the focus of Toth (2000) somewhat, the primary aim of which is accounting
for the accusative/dative case alternation, let us consider now how hagy “let” agrees
with the object of its infinitive when present. Importantly, as pointed out above, in

87



| AGREES WITH YOU: OBJECT AGREEMENT AND PERMISSIVE HAGY IN HUNGARIAN

these cases hagy typically takes a dative complement. Considering how this affects the
definiteness agreement patterns available can lead us to a better understanding of the
locality conditions on definiteness and LAK-agreement.

In (15a, b) we can see that definiteness agreement with the infinitival object is oblis
gatory in the presence of a dative DP. Object raising hagy does not agree with the object of
the infinitive, as seen in (15¢). This is as expected: hagy has a closer object to agree with.

(15) (a) Anna hagy/*hagy-ja Mari-nak  megnéz-ni egy film-et
Anna.NoM let.INDEF/let-DEF  Mari-DAT ~ watch-INF  a film-acc
“Anna lets Mary watch a film.”

(b) Anna *hagy/hagy-ja Mari-nak  megnéz-ni a film-et
Anna.NoM let.INDEF/let-DEF ~ Mari-DAT ~ watch-INF  the film-aAcc
“Anna lets Mary watch the film.”

(c) Anna *hagy/hagy-ja Mari-t megnéz-ni egy/a film-et
Anna.NoM let.INDEF/let-DEF ~ Mari-acc ~ watch-INF  a/the  film-acc
“Anna lets Mary watch a/the film.”

Let’s turn to LAK-agreement now, not discussed in Toth (2000). With a first person
singular matrix subject and second person embedded object, there is no LAK-agreement
in (16a), independently of the case of the matrix complement. A matrix second person
object shows LAK-agreement, as expected (16b). The construction most important for the
purposes of the present paper is (16¢), which shows that dropping the DP complement of
matrix hagy can result in the verb showing LAK-agreement with the embedded second
person accusative object. The emerging questions are the following: How does agreement
take place in (16¢)? How and why does the intervening matrix dative or accusative block
agreement in (16a)? This is what the rest of the paper addresses.

(16) (a) (En) nem hagy-om/*hagy-lak Mari-nak/Mari-t atver-ni téged
LLNxoM not  let-DEF/let-LAK Mari-pAT/Mari-Acc deceive-INF you.ACC
“I don’t let Mary deceive you.”

(b) (En) nem *hagy-om/hagy-lak téged atver-ni Mari-t
ILNoMm  not  let-DEF/let-LAK you.AcC deceive-INF  Mari-acc
“I don’t let you deceive Mary.”

(c) (En) nem *hagy-om/hagy-lak © atver-ni (téged)

ILnom  not  let-DEF/let-LAK deceive-INF  you.ACC
“I don’t let anybody deceive you.”
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3.3 Direct Agreement?

In accounting for data very similar to those presented in (16) Den Dikken (2004) argues
that agreement between the matrix verb and the object of the infinitive in (17) is the result
of direct agreement, which is blocked by an intervening DP constituent. This accounts
for the fact that LAK-agreement is possible only in the absence of the dative DP.

(17) Den Dikken (2004, 453, ex [19b])
Hagy-lak (*Janos-nak) meglatogat-ni téged
let-LAK Janos-DAT Visit-INF YOU.ACC
“I let you be visited (by Janos).”

Den Dikken (2004) derives the ungrammaticality of sentence (17) in the presence of an
overt dative DP from a dative control construction as shown in (13). As opposed to this we
claim that this construction type can be derived with the help of subject-to-object raising
(12). The translation of the Hungarian sentence into English using the passive voice in itself
suggests an alternative explanation along these lines. Also, not having an overt DP, dative
or accusative, present in the sentence actually results in a different interpretation: “I let you
be visited by somebody.”. We return to these issues in section 4. Before we do that we need
to point out important parallels between the constructions under discussion and reflexives.

3.4 Parallels with Reflexivity

Interestingly, in hagy-sentences reflexive objects in the infinitival clause that are coreferent
with the subject of the matrix verb are allowed if and only if LAK-agreement is also allowed.
In example (18) we simply substitute the second person pronouns of example (16) with
reflexives. This correlation may be taken as suggesting a parallel structural account. One
reason why this observation turns out to be particularly useful is that the substantial amount
of research that has already been carried out in the domain of reflexives can help us under-
stand the much lesser studied and understood phenomenon of LAK-agreement. Explaining
the reflexive data may offer an explanation of at least certain aspects of LAK-agreement
as well. Once again, the data in (18) are exact parallels of (16), the only difference being
that instead of LAK-agreement we have reflexive anaphors coreferent with the subject of
the matrix verb in (18).

(18) (a) *(Em) nem hagy-om Mari-nak/Mari-t atver-ni magam-at
ILNoMm  not  let-DEF  Mari-pDAT/Mari-Acc  deceive-INF - myself-acc
intended meaning: “I will not let Mary deceive me.”

(b) (En) nem hagy-om magam-nak/magam-at atver-ni Mari-t

ILNoMm  not  let-DEF  myself-DAT/mysel-acc  deceive-INF  Mari-AcC
“I won’t let myself deceive Mary.”
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(¢) (En) nem hagy-om @ atver-ni magam-at
ILNoM  not  let-DEF deceive-INF  myself-acc
“I will not let anyone deceive me.”

The principles accounting for the distribution of different types of nominal expressions
such as anaphors, pronouns and R-expressions are the three binding principles. The
principle relevant for us is Binding Principle A stating that an anaphor must be bound in
its governing category. This leads to the following apparent contradiction: in sentence
(18a) the matrix subject and reflexive are in different binding domains whereas in
(18c) they seem to be in the same domain. In order to explain the difference in the
grammaticality judgements we need to say more about the properties of the empty
noun phrase in (18¢).

3.5 Reflexivity and Coreference

In order for an infinitival reflexive object to be understood as coreferent with the subject
of the selecting clause the properties of the infinitival subject must be suitable for a tran-
smitter role. The presence of an overt accusative or dative DP turns out to interfere with
this requirement. The control module of grammar accounts for this assuming that the
zero subject of the infinitival clause identified as PRO is controlled by the subject or
object of the control verb—in (19a) the subject control verb szeretné “would like” —,
which in turn binds the reflexive. The same effect can be achieved if instead of a PRO
there is a trace of a moved constituent in the subject position of the infinitival clause.
Following Téth (2000) in assuming subject-to-object raising in (19b), we can account
for the interpretation of the sentence easily, under the assumption that the infinitival
clause contains a trace of the raised reflexive, which can be identified as the subject
of the infinitival clause. What (19¢) shows is that the accusative DP can also bind the
reflexive object of the infinitive. Again, we assume subject-to-object raising leaving
a trace in the subject position of the embedded clause that binds the reflexive object. All
these data show the importance of assuming a covert subject in the infinitival clause.
The examples in (19ac) indicate that matrix DPs can bind an infinitival reflexive via
such a covert subject.

(19) (a) Anna, szeretné [PRO, meglep-ni maga-t |
Anna.NoM  would.like surprise-INF  herself-acc
“Anna would like to surprise herself.”

(b) (Eni) nem hagy-om magma-at, [¢ pletykdl-ni Mari-rél]

ILNoM  not  let-DEF myself-acc gOssip-INF ~ Mari-DEL
“I will not let myself gossip about Mary.”
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(c) Péterj hagy-ja Mari-t, [, Dbeszél-ni  maga-rél, /kj]
PéterNoM  let-DEF  Mari-Acc speak-INF  herself-DEL
“Peter lets Mary speak about herself.”

4. Proposal: Passive Infinitives in Hungarian
Now we are in a better position to discuss the sentences in (16¢) and (18c¢), repeated
here for the sake of convenience as (20a, b).

(20) (a) (En) nem *hagy-om/hagy-lak @ atver-ni (téged)
ILnom  not  let-DEF/let-LAK deceive-INF  you.ACC
“I don’t let anybody deceive you.”

(b) (En) nem hagy-om @ &tver-ni magam-at
ILNoM  not  let-DEF deceive-INF  myself-acc
“I will not let anyone deceive me.”

In these sentences there is no overt DP complement present that could function as the
antecedent of the reflexive. It is at this point that we need to take into consideration the
word order facts of Hungarian: free word order after the finite verb. What this means is
that it is not possible to decide whether the reflexive anaphor or second person pronoun
is understood as the subject or the object of the infinitive. Actually, it is worse than that:
serious problems emerge either way. Let us consider our options now. In (21) the reflexive
is identified as the object of the infinitival clause bound by the trace of a proform that is
coindexed with the subject of the matrix clause. However, the resulting meaning is not
what this sentence actually means. The predicted meaning is “I will not let myself deceive
myself” and not the expected “I will not let anyone deceive me”. A further problem with
(21) is that we would have to assume the presence of a zero reflexive in the matrix clause.

21 (Eni) nem hagy-om pro, [t atver-ni magam-at, |
ILNoM  not  let-DEF decieve-INF  myself-acc
“I will not let myself deceive myself.”
intended meaning: “I will not let anyone deceive me.”

An alternative analysis is presented in (22). Here the accusative reflexive is identified as
the subject of the infinitive that undergoes the usual process of raising, so the problem of
zero reflexives above disappears. The problem that we encounter this time is the lack of
an object for the transitive infinitive. And again, the resulting interpretation is different
from what we expect. This sentence is not about me deceiving someone else, but about
me being deceived.
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(22) (Eni) nem hagy-om magam-at, [f atver-ni pro]
ILNoM  not  let-DEF myself-acc deceive-INF
“I will not let myself deceive ?7?.”

The representation of the sentence that we can see in (22) together with the expected
interpretation suggests an easy but somewhat risky way out of the problems observed.
Can the missing object indicated as pro be coindexed with the subject of the sentence?
This would indicate that the object of the infinitive actually appears in the subject posi-
tion. Such a construction is actually not unheard of, it is a defining property of passive
constructions.

Now we have arrived at one of the main claims of the paper: the embedded infi-
nitival clause of permissive hagy constructions can be a passive infinitive, where the
pronoun ends up in the matrix clause and is coindexed with the internal argument of
the embedded clause via the trace in the subject position as shown in (23). In case the
matrix accusative DP is coreferent with the matrix subject, a reflexive form surfaces.
An important part of the claim can be read off in (23) as well: reflexivity is established
in the matrix clause, as it is at that point that the object and the subject of the verb
end up as coarguments, perfectly capturing the interpretation of the sentence. When
the reflexive appears after the infinitive, it is the result of the postverbal free word
order of Hungarian, also indicated by the fact that the interpretation of the sentence
does not change.

(23) (En) nem hagy-om magam-at [f, atverni (]

ILNoMm  not  let-DEF myself-Acc deceive-INF
“I will not let myself be deceived (by anyone).”

The part of the sentence that undergoes this free postverbal reordering is the part following
the main verb sagyom “I let” in sentence (23). Importantly, this reordering follows the
raising of the infinitival subject to the main clause.

Turning to LAK-agreement we find that the account of (23) presented above carries
over to (24): the embedded infinitival clause is a passive infinitive, the overt second
person object is in the matrix clause and is coindexed with the internal argument of the
embedded clause. The right configuration for LAK-agreement is established in the matrix
clause, where the verb has a first person singular subject and a second person object.
The ungrammaticality of the version with a dative pronoun, which cannot be assumed
to originate in the embedded clause reflected in (25) further supports this account. In
such a case the transitive verb of the embedded clause ends up objectless.
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(24) (En) nem hagy-lak téged, [« aitver—nipasS t]
ILnoMm  not  let-LAK  you.ACC deceive-INF
“I will not let you be deceived (by anyone).”

(25) *(En) nem hagy-ok/hagy-om neked atver-ni.
ILNoMm not  let-INDEF/let-DEF  you.DAT  decieve-INF

4.1 Reflexivity and LAK-agreement

Now that we have managed to account for the interpretation of (23) and (24) we need
to identify the properties that they share in order to explain their parallel behaviour.
What we find to be the most relevant factor is that neither is strictly speaking object
agreement, but the properties of the object also play a role. Reflexive constructions
are best accounted for in terms of Reinhart and Reuland (1993) and Newson (2014),
where reflexivization is identified as an argument structure changing operation with an
emphasis on the relational nature of the process. Reflexivization encodes a coargument
relation salient at the syntax-semantics interface: the subject and the object of the verb
are the same individual leading to overt reflexes of reflexivization. The second major
claim of the paper, our account of the distribution of LAK-agreement is based on this
idea: LAK-agreement is also an argument structure changing operation establishing
a coargument relation as well, but this time at the syntax-pragmatics interface. A first
person singular subject and a second person object are the most prominent participants
of a communicative situation, which Hungarian seems to have grammaticalized. We
propose to call this kind of agreement Participant Oriented Relational Agreement
(PORA).

4.2 LAK-agreement in Control Structures

To conclude this discussion let us see the derivation of the different patterns of
LAK-agreement (26). In this case the PORA relationship is established in the infinitival
clause without any overt marking. LAK-agreement appears on the matrix verb as
a result of the matrix subject controlling the infinitival PRO on which the PORA
relationship is marked. This is independent of definiteness agreement, non-transitive
matrix verbs also show this pattern. Notice that there is no need for the object of
the infinitive to move to the matrix clause. This is what accounts for the lack of the
transitivity requirement.
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(26)=(3¢c) (En) akar-lak ~ PRO lat-ni (téged)
InoMm  want-LAK see-INF  yOU.ACC
“I want to see you.”

Figure 1. Structure of sentence (26).

4.3 LAK-agreement in Permissive sagy-constructions
Permissive hagy “let” shows LAK-agreement when the second person subject of the
embedded infinitive undergoes raising to the matrix clause and receives accusative case
there. PORA is established in the matrix clause between the matrix subject and the raised
object. What (27) shows is that derived subjects of the infinitival clause can also be raised.
(27)=(24) (En) nem hagy-lak téged. [t, atverni ]

ILNoMm  not  let-LAK  you.ACC deceive-INF

“I will not let you be deceived (by anyone).”

VinE-pass bse
“~..__passivization .~

Figure 2. Structure of sentence (27).
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5. A Cross-Linguistic Outlook

One problem that arises in connection with our account is the unmarked nature of passivi-
zation, since passivization as a marked operation is expected to go together with morpho-
logical indicators. In this section we present data from German and Czech to show that
the proposed structure is actually attested in other languages as well, and is not merely
a quirk of Hungarian. This cross-linguistic support indicates that the structure proposed
is made available by Universal Grammar. In order to comply with the cross-linguistic
observation that passivization is incompatible with reflexivity, a subtype of antipassive
constructions, we are drawing attention to the fact that the two are in different domains
in our proposal.

5.1 German

Discussing different types of permissive /assen-constructions in German including
middles, Pitteroff (2015) argues that they are reflexively marked anticausative (sich
lassen) constructions containing a derived subject without passive morphology. His
analysis is also a raising analysis. In order to account for the rarity of the construction
it is claimed that the unmarked passive is “restricted to contexts in which not enough
structure is present for passive morphology to surface. Restructuring infinitives are
one such context” (Pitteroff 2015, 1). Looking at the data in (28) the parallels with the
Hungarian data discussed in this paper are very easy to see.

(28) Das Buch ldsst sich gut lesen (LM)
the book lets refl well read
“The book reads well.”

5.2 Czech

Dotla¢il and Simik (2013) also proposes an unmarked passive analysis of Czech retroac-
tive infinitives to account for one of the meanings of the ambiguous sentence in (29).
Their proposal is based on observations regarding English retroactive gerunds such
as That shirt needs washing. Evidence for the claim comes from by-phrase modifica-
tion and a correlation between passivizable verbs and those appearing in retroactive
infinitives.°

6  For the sake of completeness it also has to be mentioned that Petter (1998) focuses on Dutch
constructions similar to the Hungarian sentences discussed here and argues against an analysis
in terms of passive infinitives. However, the arguments used for Dutch do not carry over to
Hungarian and may not stand up to closer scrutiny even for Dutch in light of the more recent

unmarked passive accounts. For space reasons we cannot discuss the details here.
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(29) Ten muz potiebuje  milovat.
that  man.NOM needs love.INF
(a) “That man needs to love (somebody).”
(b) “That man needs love (from somebody).”

6. Conclusion

In this paper we discussed the two types of object agreement in Hungarian focusing on
different permissive constructions with the verb sagy “let”. There are two main claims
made: (i) one type of object agreement, LAK-agreement, is the result of Participant
Oriented Relational Agreement (PORA), which helps in accounting for the parallels with
reflexive constructions; (ii) in certain permissive constructions the embedded infinitive
is an unmarked passive infinitive, also supported by cross-linguistic evidence.
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Abstract: This experimental study aims to investigate at what age Italian children
master the logical concept of double negation, according to which two negatives
cancel each other out yielding a positive meaning. Previous acquisitional studies
on child languages indicate that children show a cross-linguistic preference for a
negative concord interpretation of all multiple negation structures, including those
that are double negation. Italian children aged between 3;10-8;2 were tested both in
the comprehension and in the production of double negation sentences. The results
show that Italian children master the Law of Double Negation by age 7;3. Moreover,
the data collected suggest that younger children have already acquired this logical
complex but, due to their limited working memory capacity, they have difficulty in
its implementation.

Keywords: double negation; negative concord; logic; child language; Italian

1. Introduction

In natural languages, the interpretation of multiple negation structures is problematic
because it does not always follow the rules of formal logic. Zeijlstra (2004) made a
typological distinction between double negative (DN) and negative concord (NC)
languages, in which double negative constructions convey different and free-standing
semantic meanings. Double negative languages (e.g. English) may express sentential
negation by combining a negative marker with one or more NPIs:
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(1) Nobody ate any spinach.

In this subgroup of languages, the logical Law of Double Negation always applies:
when a negative marker and one or more n-words are placed within the same sentence,
they cancel each other out providing a positive meaning. However, double negative
constructions have very strict pragmatic restrictions. As shown in (2), they can be used
to convey a positive meaning only when the speaker wants to deny a previous negative
assertion or assumption made by someone else (Horn 1989).

(2) “I was afraid that nobody would have eaten any spinach.”
“And instead nobody has eaten no spinach! Look: the tray is empty!”

Although they are grammatically correct, DN structures are uncommon in the input due
to their usage conditions. In order not to violate Grice’s maxim of manner (Grice 1975),
the speaker will resort to this syntactic construction only in those communicative contexts
in which it is more informative than the semantically equivalent positive sentence.

In negative concord languages (e.g. Czech), the Law of Double Negation does
not apply: two or more negative elements are needed within the same sentence to
express a single semantic negation. Independently of their distribution, the n-word
must necessarily show up together with a negative marker to express a grammatically
correct negative sentence.

(3) Dnes nevola nikdo.
today calls nobody
“Today nobody calls.”

Nevertheless, there is a subset of non-strict negative concord languages, in which the
different combination of the negative elements within the sentence leads to different
semantic interpretations of the statement itself (Giannakidou 2000). Italian belongs
to this subgroup of NC languages. Unlike in strict NC languages, in Italian a nega-
tive doubling construction is required to express sentential negation only when the
n-word is placed in post-verbal position (4a): otherwise, the sentence is grammati-
cally incorrect (4b).

(4) (a) Non ha telefonato nessuno.
not has called nobody
“Nobody called.”

(b) *ha telefonato nessuno
*has called nobody
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Conversely, when the n-word is placed in subject position, no negative doubling
construction is needed to express sentential negation: the negative marker is absent
from the syntactic construction (5).

(5) Nessuno ha telefonato a  Marta.
nobody has called to Marta
“Nobody called Marta.”

As non-strict NC language, Italian allows a DN reading in specific syntactic constructions.
When the n-word placed in subject position is followed by a negative marker, the NC
reading is compromised: thus, the Law of Double Negation applies, providing a positive
meaning to the sentence. This unusual DN construction is emphasized also by prosodic
factors: a strong primary stress must be placed on the n-word in subject position.

(6) Nessuno non ha telefonato.
nobody not has called
“Everybody called.”

The DN construction is an extremely marked option in non-strict NC languages. As
in DN languages, it is subject to strict pragmatic usage conditions: it can be used only
to deny a previous assertion, or a presupposition established in the communicative
context. Moreover, since by definition NC languages usually resort to multiple nega-
tion constructions to express sentential negation, the DN readings are allowed only
in specific syntactic configurations. Hence, both pragmatic and syntactic restrictions
make DN constructions very uncommon in a non-strict NC input.

2. Double Negation in Child Languages
Different acquisitional studies show that children initially provide a negative concord
interpretation of all multiple negative structures, including those that are properly
double negation (Sano, Shimada, and Kato 2009; Van Kampen 2010; Zhou, Crain,
and Thornton 2014). This cross-linguistic preference seems to occur in both negative
concord and double negation languages, regardless of how the target input commonly
uses and interprets multiple negative structures. However, there is no agreement on
the nature of this linguistic behavior: it could be the result of an acquisition strategy
adopted by children to reduce an extremely complex input (Van Kampen 2010); other-
wise, the NC reading could be the default value set by Universal Grammar, which chil-
dren will eventually reset later once they have been sufficiently exposed to a DN input
(Sano, Shimada, and Kato 2009).

Zhou, Crain and Thornton (2014) investigated both the comprehension and the
production of DN sentences by preschool Mandarin Chinese speaking children in
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pragmatically felicitous context. The findings of the comprehension experiment support
the hypothesis that, also in a DN language such as Mandarin Chinese, children pass
through a stage in which DN structures are analyzed as a single negation: as a matter
of fact, Chinese children master the concept of double negation only by age 5;6. In
the production experiment, children were encouraged to produce DN sentences by
means of specific eliciting questions: the results show that 6 years-old children are
able to produce DN sentences, whereas younger children use alternative syntactic
structures, which are both perfectly accepted answers for this kind of questions in
Mandarin Chinese. The authors claim that the temporary NC step in Child Mandarin
Chinese might be due to children’s limited working memory capacity: younger children
already have the concept of double negation, but they might have difficulty in correctly
applying this logical mechanism. DN sentences are very complex in terms of reasoning,
as they involve the computation of a logical equivalence between the multiple nega-
tive construction and the corresponding positive meaning. Conversely, NC structures
require a less-effort processing: all the negative elements within the sentence are simply
blended together to express sentential negation. Since young children do not have yet
a fully developed working memory (Gathercole, Pickering, Ambridge, and Wearing
2004), they might adopt easier computational strategies to interpret DN constructions,
which might lead them to a generalized NC reading of all the multiple negative contexts.
For the same reason, in the production experiment, younger children resort to alterna-
tive but nevertheless correct syntactic constructions, which are less demanding than
DN in terms of processing, to express the same intended meaning.

3. The Acquisition of Double Negation in Italian

In the present study, the experimental protocol proposed by Zhou et al. (2014) has
been adapted to Italian with the aim to investigate the age of acquisition of double
negation in a non-strict NC language. The experimental hypothesis is that, consistently
with cross-linguistic findings, the logical concept of double negation is acquired later
also by Italian children: hence, they would initially provide a default negative concord
interpretation of all the multiple negative structures, including those that are properly
DN. Two tests were conducted to assess children’s knowledge of double negation. Test 1
was a comprehension experiment, with the aim to investigate at what age children
are able to provide the correct semantic interpretation of DN structures. Test 2 was
a production experiment, useful to determine at what age children correctly produce
double negative structures.

3.1 Testl

3.1.1 Participants

Thirty-six monolingual Italian-speaking children participated in the experiment. They
were divided into three age groups: 12 children aged between 3;10 to 5;6 (8 boys and
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4 girls), 12 children aged between 5;9 to 7;2 (5 boys and 7 girls) and 12 children aged
between 7;3 to 8;2 (5 boys and 7 girls). The average age of participants was 6.4 years
(SD = 1.34). All the participants were enrolled in the Istituto Comprensivo di Bovezzo
(Brescia, Italy). None of them had reported history of speech, hearing or language
disorders.

3.1.2 Procedure

Children were tested using a truth vale judgement task to understand which semantic
meanings they were able to assign to sentences (Crain and Thornton 1998). The
experimenters acted out short stories using toy characters. A teddy bear watched the
stories along with children: at the end of the story, the puppet told the child what
happened in the story using a test sentence. The child’s task was to judge whether the
puppet told the truth about the story or not. In both cases, children were successively
asked to explain with their words what happened in the story. Children were first
introduced to the task and then tested individually. Four practice trials were given
before the test: in two of them, the puppet’s statements were true descriptions of the
stories; in the other two, the puppet’s statements were false descriptions. Practice
trials were used to familiarize children with the task and to show them that the puppet
could lie. Only those children who correctly answered to all the control trials were
included in the test.

3.1.3 Materials and Design

Test 1 consisted in six test trials. In three of them, the target DN sentence was a true
description of the story (true scenario); in the other three, the target DN sentence was
instead a false description of the story (false scenario). The story depicted in Figure
1 resembles the typical true scenario. In this story, Peppa Pig invited her friends
Rebecca, Pedro and Freddy to her birthday party. The day before Peppa’s birthday,
both Rebecca and Pedro had already bought their presents. Freddy, instead, had the
flu and could not buy a gift for Peppa. The next day, Rebecca and Pedro went to the
party and told Peppa that Freddy was ill, and he might not come. However, Freddy
suddenly arrived with his birthday gift: he recovered, and he made it to the party.
After the story, the teddy bear told what happened in the story using the test sentence
in (7). The child had to judge whether the puppet was telling the truth or not.

(7) Nessuno non ¢ andato alla festa di compleanno di Peppa

nobody not is gone tothe party of birthday of Peppa
“Nobody did not go to Peppa’s birthday party.”
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Figure 1. True Scenario: birthday party

The story depicted in Figure 2 exemplifies the typical false scenario. In this story,
Peppa and Pedro went to the kindergarten with their moms. Rebecca, instead, was sick:
it was made clear to children that Rebecca, unlike her friends, did not go to the kinder-
garten, but she had to stay at home to recover. After the story, the teddy bear told what
happened in the story using the test sentence in (8). The child had to judge whether the
puppet was telling the truth or not.

(8) Nessuno non ¢ andato all’ asilo
nobody not is gone  tothe kindergarten
“Nobody did not go to the kindergarten.”

Figure 2. False Scenario: kindergarten

104



MARTA TAGLIANI

The context provided in both the scenarios was pragmatically felicitous for the use
of DN sentences, which are perfectly acceptable in Italian when the speaker wants to
reject a previous assumption or negative statement. This was achieved by making clear
the possibility that one of the characters might not perform the action described in the
story: by the end of the story, this expectation is never fulfilled in the true scenario,
in which all the characters succeed in the action; conversely it is realized in the false
scenario, with one character who always misses to fulfil the action.

Four control trials were included to check that children could understand posi-
tive (9) and single negative (10) sentences. The stories used as controls were similar to
those on the test trials: here again, the control sentences uttered by the puppet could be
either true or false descriptions of the corresponding stories.

(9) Tutti hanno fatto merenda
everybody have do snack
“Everybody had a snack.”

(10) Nessuno ¢ andato al parco
nobody is gone tothe park
“Nobody went to the park.”

All the test and control trials were presented to children in random order.

3.1.4 Predictions

If children have the concept of double negation, they are expected to accept the DN
sentences in the true scenarios by saying that, e.g., sentence (7) is true because it means
that everybody went to Peppa’s party, and it is a true description of the story. Conver-
sely, they should reject the DN sentences in the false scenarios by saying that, e.g.,
sentence (8) is false because it means that everybody went to the kindergarten, but it is
not what happened in the story because Rebecca stayed at home. On the other hand, if
children do not have the concept of double negation, they are expected to provide a NC
interpretation of the DN sentences. In the true scenario, they should reject sentence (7)
by pointing out that it is false because it means that nobody went to the party, whereas
everybody did. Similarly, in the false scenario, they are expected to reject sentence (8)
by saying that it is false because it means that nobody went to the kindergarten, whereas
Peppa and Pedro did.

3.1.5 Results and Discussion

A child aged 4;2 was excluded from the test because he did not respond correctly to
the control trials. All the other children answered correctly to the control trials 100% of
the time and their data were included in the final analysis. The dependent variable was
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the proportion of correct responses in the two types of scenarios: Figure 3 shows the
proportion of correct responses by the three age groups. The division of the participants
into three age groups was done post-hoc, based on the performance of each child in
both the comprehension and the production task.

As shown in Figure 3, the older group of children gave more correct responses
than the other two groups in both conditions. In the true scenario, children aged
between 7;3—8;2 accepted the DN sentences 83.3% of the time, whereas children aged
5;9-7;2 did so only 11.1% of the time. Children aged between 3;10-5;6 never accepted
the double negative structures. Across all the three age groups, when children did not
accept the sentence, they justified their answer by pointing out that all the characters
did something. In the false scenario, children aged between 7;3—8;2 correctly rejected
the DN sentences 80.6% of the time, whereas children aged 5;9—7:2 did so only 8.3% of
the time. Children aged between 3;10-5;6 never correctly rejected the target sentence.
Across all the three age groups, the other times children rejected the DN sentences as
well, but for the wrong reason. Two representative justifications are given as example.
In the story of Rebecca who is not going to the kindergarten, the older group correctly
rejected the DN sentence in (8), either by pointing out that Rebecca did not go to the
kindergarten or by saying that only Pedro and Peppa did. The other two groups rejected
the sentence as well, but for a different reason: they justified their answer by saying that
someone actually went to the kindergarten.
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Figure 3. Mean proportion of correct responses by the three age groups
The performance of each child was consistent across trials: in the true scenario, the

child either accepted or rejected all the three test sentences; in the false scenario, the
child rejected the three test sentences providing similar justifications.
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The differences between the three age groups were analyzed statistically: one-way
ANOVAs were conducted using the SPSS software to compare the effect of age on the
dependent variable. We analyzed the two conditions separately, by creating a model for
children’s responses in the true scenarios, and a model for their responses in the false
scenarios. Both models treated age (i.c., the three age groups) as a fixed effect. The
analysis of the variance showed a main effect of age (GR) on the proportion of chil-
dren’s correct responses in both conditions (£#(2,32) =28.71, p <.001, np2 =.642 in false
scenario condition; F(2,32) = 29.27, p < .001, npz = .647 in true scenario condition).
In the true scenario condition, post-hoc analyses using Bonferroni indicated a higher
proportion of correct responses in GR3 (7;3-8;2) than in GR2 (5;9-7;2), p <.001, and
than in GR1 (3;10-5;6), p < .001. Similarly, in the false scenario condition, post-hoc
analyses using Bonferroni indicated a higher proportion of correct responses in GR3
than in GR2 (p <.001), and than in GR1 (p <.001).

The findings of the comprehension experiment show that children aged between
7;3-8;2 correctly interpreted DN sentences as conveying a positive meaning, whereas
children aged between 3;10-7;2 provided a negative interpretation of the same
structures. This is an evidence that also Italian children pass through a stage in which
double negation is analyzed as single negation.

3.2 Test2

3.2.1 Participants

The same 36 monolingual Italian-speaking children also participated in the production
experiment. 13 monolingual Italian-speaking adults were tested as controls to see whether
they use double negative structures in the same contexts. The adult participants (6 men
and 7 women) were aged between 21 to 35 (mean age 25;1 years, SD = 3.5). Both adults
and children were recruited in the same geographical area (Brescia, Northern Italy).

3.2.2 Procedure

Both children and adults were tested through an elicited production task to investigate
whether they were able to produce DN sentences. Like in test 1, the experimenters acted out
short stories using toy characters, and a teddy bear watched the stories along with children.
Before the experiment, children were told that the puppet was not very good at speaking
Italian, so that they had to help him to learn how to speak properly. At the end of the story,
the puppet asked the child a simple question: the child’s task was to answer to the question
in the best way possible. The puppet’s questions were designed to elicit answers with a
DN structure. Both children and adults were introduced to the task individually and then
they were tested individually. Four practice trials were given before the test with the aim
to familiarize participants with the task. Here again, the puppet asked a question about the
corresponding story. Only those participants who correctly answered to all the control trials
were included in the test. In addition, children were also tested in the production of simple
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negative sentences. Since Italian children are exposed to a predominant NC input, they
might infer that this multiple negative structure is always required to express sentential
negation in Italian: that is, Child Italian might behave as a strict NC language. Six additional
test trials were used to investigate whether children are able to express sentential negation
by means of a single negative marker or whether they incorrectly resort to DN structures
with the intention of providing a negative concord construction of the sentence.

3.2.3 Materials and Design

Test 2 consisted in 6 test trials: the stories resembled the true scenario in Test 1, in which
all the characters successfully accomplished a task at the end of the story. A typical test
trial is organized as follows. The experimenter told the story of Mamma Pig who cooked
pizza for Peppa and her friends Rebecca and Pedro. Peppa and Pedro ate the pizza:
Rebecca, instead, was not very hungry, and she did not want to eat it. However, at the end
of the story, Rebecca decided to eat the pizza as well, because it smelt so good. After the
story, the puppet asked a question as in (11):

(11) Chi non ha mangiato la  pizza?
who not has eaten the pizza?
“Who did not eat pizza?”

Four control trials were included: the stories resembled the false scenario in Test 1, in which
one of the characters failed in doing something at the end of the story. On a typical control
trial, Peppa and Rebecca were jumping in the puddles: they asked Pedro to join, but he
preferred playing with the ball. After the story, the puppet asked a question as in (12):

(12) Chi non ha saltato nelle pozzanghere?
who not has jumped inthe puddles?
“Who did not jump in the puddles?”

Six additional trials were introduced to see whether Child Italian behaves as a strict NC
language. On a typical test trial, Peppa, Pedro and Rebecca were picking strawberries
in the woods. When it was time to go home, they no longer remembered how to get out
from there. However, at the end of the story, they found their way home. After the story,
the puppet asked a question as in (13):

(13) Chi i ¢ perso nel bosco?
who himself is lost in the woods?

“Who got lost in the woods?”

All the test and control trials were presented to children in random order.
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3.2.4 Predictions
If children can produce DN sentences, they are expected to produce a sentence like (14)
in response to question (11):

(14) Nessuno non ha mangiato la  pizza
nobody not has eaten the pizza
“Nobody did not eat pizza.”

If Child Italian behaves as a strict NC language, children are expected to produce a DN
sentence like (15) to express sentential negation:

(15) Nessuno  non  si e perso nel bosco
nobody not himself is lost in the woods
“Nobody did not get lost in the woods.”

Conversely, if Child Italian already behaves as a non-strict NC language, children are
expected to express sentential negation by means of a single negative marker placed in
subject position:

(16) Nessuno si ¢ perso  nel bosco
nobody himself is lost inthe  woods
“Nobody got lost in the woods.”

3.2.5 Results and Discussion

A child aged 4;2 was excluded from the test because he did not respond correctly to
the control trials. All the other children answered correctly to the control trials 100%
of the time: their data were included in the final analysis. The dependent variable was
the proportion of double negative structures in the participants’ production out of the
six total test trials. The older group of children had an adult-like performance: they
produced DN sentences 79.17% of the time, and adults did so 68.46% of the time.
Children aged 5;9-7;2 used DN structures in response to the test questions 30.56% of
the time, whereas the younger group of children did so only 9.09% of the time. Across
the three age groups, when children did not use a double negative structure, they either
resorted to the corresponding positive structure or to a single n-word. For example,
when presented with the question in (11), younger children consistently provided either
the answer in (17) or in (18):

(17) Tutti hanno mangiato la  pizza.
everybody have  eaten the pizza
“Everybody ate pizza”
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(18) Nessuno.
nobody
“Nobody (did).”

Both these syntactic constructions are perfectly acceptable in Italian: in fact, they were
also used by the control group of adults.
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Figure 4. Mean proportion of structures used by the four age groups

The performance of both the younger and the older group of children was consistent across
trials: each child selected a specific syntactic construction, which then was used to answer
to all the six test trials. Conversely, each child aged between 5;9-7;2 provided different
types of answers during the test: for example, a girl aged 6;6 produced a DN sentence in 4
out of 6 trials, but she used the corresponding positive sentence in the other two.

The differences between the four age groups were analysed statistically: one-way
ANOVA were conducted using the SPSS software to compare the effect of age on the
dependent variable. The models treated age (i.e., the four age groups) as a fixed effect.
The analysis of the variance showed a main effect of age (GR) on the proportion of
double negative structures in the participants’ productions, F (3,44) = 6.87, p = .001,
np2: .319. Post-hoc analyses using Bonferroni indicated a higher proportion of double
negative structures in GR3 than in GR1 (p = .001), and than in GR2 (p =0.28). More-
over, post-hoc comparison indicated that there was no significant difference between
GR3 and the adults in the proportion of double negative structures (p = 1).

The findings of the production experiment showed that children aged between
7;3-8;2 correctly produced DN sentences in an adult-like manner, whereas children aged
between 3;10-5;6 consistently avoided using these structures to answer the test questions.
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Children aged between 5;9—7;2 produced some DN structures, but it is a below-chance
performance. However, all the children participants always provided the correct answer
for the test sentences, either by producing the elicited DN sentences or by resorting
to equivalent syntactic structures. Moreover, all the children participants were able to
correctly produce simple negative sentences. They all correctly answered to these addi-
tional trials 100% of the time. This provides significant evidence that Child Italian does
not behave as a strict NC language: even younger children already know that in Italian
sentential negation can be expressed either by means of a single negative marker or by
means of a NC construction, whereas DN structures convey a different semantic meaning.

4. General Discussion and Conclusions

The present study aimed to investigate at what age Italian children master the concept
of double negation. The results of the comprehension experiment confirm the hypo-
thesis that, also in a non-strict NC language such as Italian, children pass through a
stage in which they assign a default negative concord interpretation to all multiple
negative structures, including those that are properly DN. Children aged 7;3 and above
correctly interpreted double negation sentences 82.6% of the time, whereas children
younger than 7;2 understood the same structures as a single negation: children aged
between 3;10-5;6 never provided the correct interpretation of DN sentences, and chil-
dren aged between 5;9-7;2 did so only 9.2% of the time. The results of the produ-
ction experiment show that children aged between 7;3—8;2 correctly produced a double
negative structure in response to the test question 79.17% of the time. Taken together,
these data indicate that the Italian children master the Law of Double Negation by age
7;3: Figure 5 shows that, by this age, children have an adult-like behavior both in the
comprehension and in the production of this multiple negative construction.
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Although children younger than 7;2 did not use DN sentences in the production task,
they resorted to alternative structures, which are nevertheless legitimate answers to
the questions. This suggests that younger children already know the logical meaning
of double negation: they simply avoid using DN structures to accomplish the task.
This linguistic behavior can be explained in terms of a least-effort processing stra-
tegy. The construction of a DN sentence requires to hold first in the working memory
the meaning of two different negative elements, and then to make the logical equi-
valence by applying the second negative to the first one in order to convey a posi-
tive meaning. This process might pose difficulty for younger children because their
working memory is not yet fully developed. The corresponding positive sentence,
instead, does not involve any negation marker but only the universal quantifier futti.
As for the use of the single n-word nessuno, the parser has to hold in her working
memory the meaning of only one negative element, and no further logical equi-
valence is required to build the sentence. The following example shows younger
children’s difficulty in processing DN sentences. When children answered to a test
sentence like (11) using the single n-word nessuno (19a), they were encouraged by
the experimenter to complete the sentence (19b):

(19) (a) Nessuno.
nobody
“Nobody (did).”

(b) Nessuno cosa?
nobody  what?
“Nobody (did) what?”

As shown in (20), a boy aged 4;7 initially tried to produce the DN sentence with the
n-word in subject position: however, after long pauses for reflections, he chose to use
the positive equivalent sentence.

(20) Nessuno... Nessuno... Tutti hanno mangiato la pizza.
nobody nobody everybody have eaten the pizza
“Nobody... Nobody... Everybody ate pizza.”

These findings strongly support Zhou et al.’s acquisitional hypothesis (2014) that younger
children already have the concept of double negation. However, due to limitations in their
working memory capacity, they have difficulty in the implementation of this complex
logical structure. When they are asked to answer to test sentences like (11), children
express the intended semantic meaning by means of equivalent linguistic structures,
which are less demanding than DN constructions in terms of processing resources. The
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individual performance of each child participant in the production task further supports
this assumption. As a matter of fact, children aged 5;9-7;2 displayed a particular pattern
of answers: in comparison to the younger group of children, they showed an increase in
the use of DN sentences, but also a diversification in the responses, which lacks in both
the other age groups. Whereas younger and older children consistently resorted to the
same syntactic constructions across trials, children aged 5;9-7;2 tried to use different
linguistics strategies to answer the test questions. Nevertheless, the same kind of diffi-
culty in processing DN sentences has been found both in the younger and the intermediate
group of children. However, when encouraged by the experiment, the latter made more
attempts in the production of DN constructions:

(21) Nessuno... Nessuno... ha mangiato. ..
nobody nobody has eaten
tutti hanno mangiato la  pizza.
everybody  has eaten the pizza

“Nobody... Nobody has eaten... Everybody ate pizza.”

(22) Nessuno... Nessuno... ha mangiato. ..
nobody nobody has eaten
Nessuno non ha  mangiato eaten la  pizza.
nobody not has eaten eaten the pizza

“Nobody... Nobody has eaten... Nobody did not eat pizza.”

After long pauses, the girl in (21) partially formulated a single negative sentence
but she noticed the mistake: hence, she stopped after the verb, and she decided to
use the corresponding positive sentence. Conversely, the boy in (22) made the same
reasoning but he was able to correct himself, and he succeeded in the production of
the DN sentence.

In this study, the age range 5;9-7;2 emerges as an intermediate developmental
stage for the acquisition of double negation. Crucially, it is also a crucial age for
working memory development, which might explain children’s performance in terms
of processing limitations and resources. Proceeding by trials and errors (i.e., the
different pattern of answers), these children make more attempts in the elaboration
of DN sentences because they have less difficulty in the mental processing: however,
since their working memory is not yet fully developed, they do not always succeed
in the production, and, in these cases, they resort as younger children to simpler but
equivalent syntactic structures. This acquisitional hypothesis could also explain the gap
between comprehension and production found among this intermediate age group: some
children rejected DN structures in the comprehension task, but they were nevertheless
able to produce them. When children had to judge the truthfulness of DN sentences,
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they had to make a metalinguistic reasoning over utterances, which posed difficulties for
younger children due to their limited working memory resources. The elicited question
in the production task helped instead children to overcome this processing difficulty in
order to express a logical concept that they have already elaborated. Children younger
than 5;6 have no sufficient working memory resources to implement the logical law
of double negation. In the comprehension task, they always assign to DN sentences a
NC interpretation, which is easier in terms of processing because it does not require the
elaboration of any logical equivalence. In the production task, they immediately resort to
alternative structures, which nevertheless indicate a basic knowledge of double negation.
Children aged 7;3 and above, instead, have enough working memory resources to have
an adult-like behavior both in the comprehension and in the production of DN sentences.

The data collected strongly support the assumption that the development of chil-
dren’s knowledge of double negation is a gradual process, which occurs in parallel with
the improvement of their working memory capacity: younger children’s errors in both
the comprehension and the production of double negation sentences might be due to
a difficulty in the processing of this logical concept (i.e. a performance deficit due to
limitations in their working memory capacity) and not to the lack of the concept itself
(i.e. a competence deficit).
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Abstract: This paper investigates three instances of locative-directional (LOC/DIR)
alternation. The first involves words like here and there (henceforth HTW), which are
traditionally taken to be adverbs, but which behave distributionally like either locative
or directional PPs. I analyse HTW as the phrasal spellout of an abstract set of features
expressing direction and location. These features stand in a containment relationship,
i.e., directions contain locations. The LOC/DIR alternation is straightforwardly explained
as an application of the Superset Principle, by which lexical trees may realize subtrees
that they contain. From this it follows that lexical items that realize directions may also
realize locations. A second case where a LOC/DIR alternation is observed is that of loca-
tive prepositions in combination with motion verbs. Here I claim that size differences
in verbs and prepositions explain this phenomenon. The third case involves a LOC/DIR
alternation where a locative P may become directional if the complement of P moves.
These are analysed in terms of a peeling derivation, which leaves behind an oblique
case layer, which transforms a locative P into a directional one.

Keywords: adverbs; prepositions; movement; direction; location

1. Introduction

The topic of this paper is the phenomenon of LOC/DIR alternations, i.e., instances where
the same form can express either a locative or a directional meaning. In its simplest
form, this is illustrated by the example in (1), where there may either refer to a location
or a direction.
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(1) She danced there .
This behaviour is shared by other lexical items, of which %ere is the most obvious one.
Where only has the locative sense, but for convenience, I shall henceforth refer to Aere,
there, and where as HTW.

A more complex case is that of (2):

(2) (a) She was swimming in the pool.
(b) She fell in__ the pool.

Here we see that the same P (in) can either express a location or a direction. This type
of LOoC/DIR alternation is verb-controlled, i.e., it is dependent on the type of verb that P
combines with, as the contrast between (2a) and (2b) makes clear.

The third type of shape that a LoC /DIR alternation can take is movement-controlled,
i.e., dependent on the movement of the complement of a locative P to the left. It is illus-
trated by the Dutch sentences in (3):

(3) (a) Ze =zwom in__ het zwembad.
she swam in the pool

“She swam in the pool.”

(b) Ze zwom het zwembad in_ .
she swam the pool into
“She swam into the pool.”

These examples show the same preposition, while the LOC/DIR alternation correlates with
prepositional vs postpositional word order, respectively. In what follows, I discuss these
three cases of LOC/DIR alternation in turn, and propose a nanosyntactic account for them.

2. Loc/pir Alternation with HTW

2.1 HTW as Complex Constituents

The classical view on sentence structure in generative grammar is that words attach
under terminal nodes. A phrase like at this place comprises three words, corresponding
with three terminal nodes (P, D, and N, respectively). In contrast, an (alleged) adverb
like here corresponds with a single terminal (Adv), which is the only word contained
in the phrase (AdvP). There are two reasons why this view is unsatisfactory. First, as
we shall show below, here has the distribution of a PP rather than an adverb. Second,
the meaning of /ere is complex: it means the same as the complex phrase at this
place. The nanosyntactic view on sentence structure (Starke 2009, 2011) offers an
interesting alternative to the classical view. Specifically, words in the nanosyntactic
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lexicon can spell out complex constituents. This solves both issues that are unsatisfac-
tory in the classical approach. The complex meaning of Aere can be accounted for by
assuming that &ere spells out a constituent equivalent with “at this place”. This complex
constituent furthermore has the distribution of a locative or directional PP in virtue of
the features that it is composed of.

Nanosyntax being a late insertion model, its syntax does not operate with words, but
with abstract features. What are the features that are realised by HTW? These fall into
two distinct sets, corresponding to two parts in the form of HTW. On the one hand, there
is a deictic or wh-part (4-/th-/wh-), and on the other a locative/directional part (-ere). The
deictic/wh-part (which is responsible for the differences between here, there, and where)
is not one that I shall be concerned with it in this paper. I will focus on the -ere part,
which I take to be the phrasal spellout of an abstract set of features, expressing direction
and location and an abstract ontological category PLACE (Baunaz and Lander 2018). The
lexical entry for this second part may for now be represented in (4):

(4) [DpIR[LOC [ PLACE ]]] o -ere

I discuss this structure in a more detailed manner below. First, however, I turn to the
evidence suggesting that HTW are PPs not adverbs.

2.2 HTW Are PPs

The argument that HTW behave distributionally like PPs and not adverbs has been
made in Burton-Roberts (1991). A schematic overview of the relevant properties is
given in Table 1.!

Adverb PP HTW
Substitution X v v
Complement of V X v v
Modifies Adj/Adv v X X
Postmodifies N X v v
Complement of P X v v
Takes PP complement X v v
Takes right/straight/just X v v
Locative inversion X v v

Table 1. The distributional properties of adverbs, PPs, and HTW

1  The category of the adverbs in Table 1 refers to undisputed adverbs, which are marked

morphologically by the suffix -/y.
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The table shows that HTW systematically pattern with PPs, not adverbs. For reasons
of space, I will not review this evidence in detail, but restrict myself to the conclusions
that can be drawn from this distribution. Burton-Roberts (1991, 171) takes HTW to be
prepositions, but as we saw earlier, the semantics of HTW is more complex than that
of a simple preposition. Aarts (2013) takes HTW to be PPs, but this is still too general
category, since not all PPs show the distributional signature of Table 2: prepositional
objects pattern quite differently than locative/directional PPs. Katz and Postal (1964)
have proposed that HTW derive from an underlying PP-like structure.

(5) here :  at this place
there : atthat place
where : at what place

Kayne (2005) echoes this idea, suggesting that here and there are licensed in a structure
with silent nouns (to wit, THIS /iere PLACE, THAT there PLACE, respectively, with small
caps marking nonpronunciation). The proposal I develop below is in this spirit, but
I believe there is an important part missing from (5), which is that it only represents the
locative sense of HTW, and not the directional sense. In other words, on top of (5), we
also have (6).2

(6) here : to this place
there : to that place

That is, the conclusion to be drawn from the distributional evidence is that HTW behave
like a subclass of the PPs, namely those with a locative or directional meaning. This
alternation between locative and directional meanings is a further property that HTW
share with PPs.

2.3 Analysis
As we saw above, HTW can potentially refer to either a direction or a location. We also
gave a preliminary lexical entry for -ere in (4), which is repeated here as (7).

(7) [DIR[LOC [ PLACE ]]] = -ere

We now turn to a more detailed discussion of this structure. The idea that directions
structurally contain locations (as in [7]) is fairly widespread in the literature on the

2 M. Sheehan (pers. comm.) has drawn my attention to the fact that where only has the locative
sense. This is also true for the constituents built on where, like somewhere and everywhere.
I make abstraction of this fact here and continue to refer to sere and there as HTW.
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syntax of prepositions (e.g., Koopman 2000, Holmberg 2002, Van Riemsdijk and
Huybregts 2002, Zwarts 2005, Den Dikken 2010b, Cinque 2010, Svenonius 2010, Caha
2010, Pantcheva 2011). More specifically, directional prepositions are more complex
than locative ones, i.e., directional prepositions contain locative ones:

(8) P =[DIR][ P .. 1]

Given that HTW distribute like locative or directional PPs, it stands to reason that we
extend the same kind of containment relation that we see with directional prepositions
to HTW, as in (7) above.

This approach furthermore gives us an immediate handle on the LOC/DIR alterna-
tions observed with HTW. They are a case of syncretism: the same form expresses two
grammatical categories. More specifically, the LOC/DIR alternations with HTW illus-
trate the working of the Superset Principle (Starke 2009).

(9) Superset Principle
A lexically stored tree L can spell out a syntactic constituent S iff L contains S as
a subtree.

The L-tree in (7) can spell out an S-tree to which it is identical (as in the directional
sense of HTW), but also the locative subtree that it contains. This gives us the LOC/DIR
alternation with HTW as a classical case of Superset Principle logic.

Not all Germanic cognates of HTW show the same Loc/DIR alternation. The Dutch
ones, for example, systematically fail to have a directional sense:

(10) Ze zwom daar /daar-heen_

LOC/*DIR

She swam there/there-to
“She swam there.”

R

In this respect, Dutch HTW resemble English where, which also lacks this directional
sense. The structure realized by Dutch HTW therefore corresponds to that in (11):

(11) [ roc [ PLACE ]]

The DIR feature of (8), which is needed for a directional sense, cannot be realized by
daar “there”, and therefore has to be realized by a separate lexical item, the direction-
ality marker heen.

Let us next consider the internal make-up of HTW a bit more closely. At the
bottom of the feature tree stands the feature pLACE. This is a shorthand for what is
presumably an internally complex node in itself, i.e., an ontological category similar
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to THING, PERSON, and others, which stand in a containment relation, as proposed by
Baunaz and Lander (2018). As far as Loc and DIR are concerned, it has been suggested
by Caha (2017) that allative case is composed of DAT and LocC. Allative case expresses
directions in languages that use case rather than prepositions. Applying this idea to the
internal structure of HTW, this means that (7) has to be updated as in (12):

(12) [, par [ .roc[PLACE]]] & -ere

Evidence suggesting that such a decomposition of allative case is correct comes from
Waris (Papuan), where ALL is visibly composed of paT and Loc (data taken from
Caha 2017).

(13) (a) Him-ba buku ka-m vrahoi. [DAT]
het-top book I-DAT gave
“He just gave me a book.”

(b) Ovla  deuv-ra ka-ina dihel-v. [Loc]
knife  house-Loc I-LoCc  exist-PRS
“The knife is at my house.”

(c) Deuv-ra-m Luk-in-am ka-va ga-v. [ALL]
house-Loc-pAT  Luke-Loc  I[-TOP  go-PRS
“I go to Luke’s house.”

In (13a), we see the dative marker -m; (13b) shows two different locative markers, one
for animates (-ina) and one for inanimates (-ra). The allative marking in (13c) shows
the dative marker stacking on top of the (animacy-sensitive) locative markers. The
structure of the allative case marked form Lukinam is shown in (14).

asy [, [, mI[,,. inal[ Luke]]

Here the different features of the structure are lexicalized separately, in a manner that
we shall not discuss the technical details of here (see Caha 2017). The important point
in this context is that in HTW, there is a single exponent realizing the entire structure,
as shown in (12).

3. Verb-Controlled Loc/pir Alternation

3.1 Size Differences in P

Certain types of prepositions only have a locative meaning (e.g., in, or French a),
whereas others are directional. The examples below (from Déchaine, Hoekstra, and
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Rooryck 1995) use these prepositions in nominal postmodifiers, since in combination
with certain types of verbs, locative prepositions may take on a directional sense, as we
shall see below.

(15) (a) atrainin /to Paris [English]
(b) untraina /vers Paris [French]
(c) eentreinin /naar Paris [Dutch]

Taking directions to be more complex than locations, we give this a nanosyntactic
implementation in terms of phrasal spellout by assuming that the difference between
locative and directional Ps is one of size. This is shown schematically in Table 2.

DIR LOC PLACE
in Paris
to Paris

Table 2. Directional P is bigger than locative P

Directional Ps realize a structure that contains the structure realized by locative Ps.
Taking our earlier decomposition of the allative case as consisting of DAT and Loc, and
extending it to directional (i.e., allative) prepositions, we can state the following:

(16) P =[paT [P 1]

A question raised by this analysis is why purely locative Ps sometimes have an apparent
motion sense.

(17) (a) She went/came/fell/jumped in__ the water. [English]

(b) Cetrainvaa Paris. [French]
“This train goes to Paris.”

The answer is that the motion sense is contributed by the verb. This is confirmed by
the fact that not all motion verbs can do this. Stative verbs like be never occur with
strictly locative Ps to give them a directional sense. The same is true of the so-called
manner-of-motion (MoMm) verbs like dance. The verbs that do have this capability are
the verbs of directed motion, or motion verbs for short (see also Talmy [1975, 1985]
on path-framed vs satellite-framed languages; also Levin 1993, Levin and Rappaport
Hovav 1995, Ramchand 2008, Beavers, Levin, and Tham 2010, Den Dikken 2010a).
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Assuming the different verbs to realize different sets of features, we analyse their rela-
tionships as a size difference: verbs of directed motion are more complex than (i.e.,
contain) manner of motion verbs, which in turn are more complex than stative verbs,
as shown in Table 3.

STATE PROC DAT

be

dance

£0

Table 3. Containment relations in different verb types

Analogous to our earlier equation on directional prepositions, we therefore have (18).
(18) V_ =[par [V 1]
Verbs of directed motion (go, jump, fly) can realize DAT (Fabregas 2007, Caha 2010).

This is what allows a purely locative preposition to appear to have a directional sense:
DAT is spelled out by the verb. This is shown schematically in Table 4.

STATE | PROC | DAT |LOC PLACE
be in Paris (locative)
dance in | the room (locative)
go in | the room (directional)

Table 4. The realization of DAT by motion verbs

Manner of motion verbs (dance, walk, run) are unable to spell out DAT, so that with
these verbs, in can only have a locative sense.

(19) (a) She danced in _the room.
(b) She danced (in)to_ the room.

Neither the verb nor in can realize DAT, and a directional P is needed to realize a direc-
tional sense. This is shown in Table 5.
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STATE | PROC | DAT |LOC PLACE
dance in | the park (locative)
dance to the park (directional)

Table S. The realization of DAT by fo

Some verbs allow both a directed motion reading and a manner of motion reading. For
example, fall, jump, and fIy (but not come or go) can occur with both a directional or
locative PP with in.

(20) (a) She fell [in the water] .
(b) She fell [in the bathroom]

roc”

(21) (a) The children jumped [in the water] .
(b) The children were jumping [in the water] .

This situation is summarized in Table 6.

DIRECTED MANNER OF

MOTION MOTION
go, come v X
dance, walk, run X v
fall, jump, fly v v

Table 6. Types of motion verbs in English

Observe that there is a single functional sequence involved in the expression of a motion
or location sentence, as on the top line of Table 4. The idea of phrasal spellout implies
that words spell out parts (or spans) of this functional sequence. As before, we gloss
over the technicalities of exactly how this happens, for reasons of space. The relevant
point is that a verb of directed motion is bigger than a manner-of-motion verb, i.e., it
can realise a larger span of features. That is how the LOC/DIR alternation arises with
strictly locative P: the verb realises the DAT.

At this point, we return to our earlier findings on HTW. Recall that HTW distribute
like PPs, not adverbs. In view of the distinction between locative and directional Ps,
a first question to ask is whether HTW more resemble locative Ps (like in), or directional
ones (like f0). As we already pointed out above, HTW can in fact have both a locative
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and a directional sense. The locative sense of HTW appears with stative verbs, as in
(22a), and manner of motion verbs (see [22b]), but also with directional verbs (22¢):

(22) (a) The pharmacy is there .
(b) She danced  there
(c) She came

LOC/DIR”

o fere yesterday.

The directional sense of HTW can only conclusively be inferred from the possibility
of a directional interpretation in (22b). This sentence involves the manner of motion
verb dance, which we know independently cannot realize DAT (see [19] above). There-
fore, it must be the case that DAT is realized by HTW. Although (22c) has a directional
meaning, it does not show that HTW is directional: as we saw earlier (see the examples
in [17]), a strictly locative P may combine with a motion verb to yield a directional
reading. Table 7 shows the size tradeoff between the verb and there.

STATE | PROC | DAT |LOC PLACE
be there (locative)
dance there (locative)

dance there (directional)

go there (directional)

Table 7. Size tradeoffs with HTW

In the bottom two lines of the table we see a tradeoff between the features spelled out by
the verb and those spelled out by there. A manner-of-motion verb like dance cannot on its
own express directed motion, i.¢., it cannot realize the feature DAT, but since there can, the
directional sense can be present when both combine (as shown in [2] above). A motion
verb like go can realize DAT, so that DAT is not realized by there, which is a possibility that
must be assumed independently, given that there can have a purely locative sense.

The behavior of Dutch HTW gives us a reason to further refine the structure in
Table 7. Recall that we observed that Dutch HTW only have a locative, not a directional
sense. We now expect Dutch HTW to combine with motion verbs like gaan “go”, but
this prediction is not borne out.

(23) Ze ging *daar/daar-heen.

she went there/there-to
“She went there.”
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This suggests that the functional sequence is richer than we have assumed so far, in
particular that there is an additional feature between DAT and LOC, as shown in Table 8.

STATE | PROC | DAT X |LOC | PLACE
dance there (directional)
go there (directional)
dans heen daar (directional)
ga heen daar (directional)

Table 8. HTW in English and Dutch

Since we know that Dutch HTW can realize a location, it must minimally realize LoC
and the feature PLACE below it. At the same time HTW is too small to realize a direc-
tion, even in the presence of a motion verb, which we have assumed can realize DAT.
Assuming there to be a feature between DAT and Loc (indicated by X in Table 8) will
have the desired effect. Since neither the verb nor HTW can realize X, the direction-
ality marker /een is needed to realize this feature. This conclusion agrees well with
many proposals in the literature for a fine-grained structure for adpositional phrases
(see Cinque 2010 for an overview).

3.2 Locative and Directional Verbs in Dutch

In this section we discuss Dutch motion verbs, which provide some interesting confir-
mation for the treatment of semantic verb class in terms of differences in size. Dutch
has the same distinction between directed motion verbs and manner of motion verbs as
English, but it shows an additional property that is absent in English, namely auxiliary
selection in the perfect that is sensitive to this difference. Taking the difference between
HAVE and BE to be one of size, it becomes possible to see auxiliary selection as a matter
of matching the size of the main verb with that of the auxiliary. Specifically, the smaller
verb (manner of motion) takes the bigger auxiliary (HAVE), and vice versa: the larger
verb (directed motion) takes the smaller auxiliary (BE).

Table 9 shows how Dutch has the same verb classes as in English. Some verbs
only express directed motion (gaan “go”, komen “come”), others only manner of
motion (dansen “dance”, wandelen “walk”), and a third class (springen “jump”, viiegen
“fly””) is ambiguous between the two readings.
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DIRECTED MANNER OF

MOTION MOTION
gaan, komen v X
dansen, wandelen X v
springen, vliegen v v

Table 9. Types of motion verbs in Dutch

If we now look at the choice of the auxiliary in the perfect tense, we see that the direc-
tional or locative meaning of the main verb correlates perfectly with auxiliary choice.
This is shown in Table 10.

BE HAVE
gaan, komen v X
dansen, wandelen X v
springen, vliegen v v

Table 10. Auxiliary selection with motion and manner of motion verbs

I shall not here illustrate these three classes of verbs in full detail, but instead show the
core of the two patterns with an alternating verb like viiegen “fly”, which takes zijn
“be” in the directed motion sense, and hebben “have” in the manner of motion sense
(Hoekstra 1984).

(24) (a) Het vliegtuig is naar  Bratislava gevlogen.

the airplane is to Bratislava flown
“The plane has flown to Bratislava.”

(b) Het vliegtuig heeft op, . grote hoogte  gevlogen.
the airplane  has at big altitude flown
“The plane has flown at high altitude.”

Just as there is a HAVE/BE alternation in the perfect tense, there is also a HAVE/BE alterna-
tion in the expression of possession. The argument that HAVE is bigger or more complex
than BE has been made by a number of authors (e.g., Freeze 1992, Kayne 1993, Hoekstra
1994, Hoekstra 1995). Formulated as an equation, it looks as in (25):

(25) HAVE =P + BE
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That is, HAVE is a bigger version of BE, including the structure of BE plus something
extra, which is of a prepositional nature. The HAVE/BE alternation in the expression of
possession correlates with a different case pattern: the expression of possession with
BE typically involves dative case, whereas a classical nominative-accusative pattern is
found with HAVE.

(26) (a) Mihi  est liber. [Latin]
me.DAT is  book.NOM

(b) Mam knihu. [Czech]
I.have book.Acc
“I have a book.”

Given that dative case is bigger than accusative case (Caha 2009), one can explain this
alternation in terms of a size tradeoff: the bigger case (dative) goes with the smaller
verb (BE), and the smaller case (accusative) combines with the bigger verb (HAVE). This
is depicted in Table 11.

BE | DAT | ACC

est mihi

mam | knihu

Table 11. Size tradeoff in the expression of possession

We now update (25) as in (27), where DAT is the feature (or set of features) that sets the
dative apart from the accusative:

(27) HAVE = DAT + BE

Looking at the HAVE/BE difference in more technical terms, we can relate them derivati-
onally in terms of a peeling movement (Caha 2009). The idea is that the dative moves
and becomes a less complex case (like nominative or accusative) by leaving behind
a dative “peel”. This peel is visible in the realization of another lexical item. In this
case, the dative possessor moves and becomes a nominative by leaving behind a dative
peel, which creates HAVE.

(28) (@) [BE[, DAT[ _Acc[  Nowm[...]]]]]

®) [ Nom[...]]...[BE[  DAT]]
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In (28a), we see the verb BE accompanied by a dative possessor. In (28b), the
possessor argument has raised to the left, leaving behind a dative peel, which augments
BE to become HAVE. There are various complexities that I gloss over here, such as what
happens with the accusative feature. There are various ways of dealing with this, but
since a full discussion of the matter is orthogonal to the concerns of the present paper,
I will not undertake it here.

Taking the HAVE/BE difference to carry over to their use as auxiliaries, we can also
explain the auxiliary selection facts with locative and directional verbs reviewed earlier
in terms of size, as shown in Table 12.

BE DAT | PROC
zijn komen, gaan (directed motion)
hebben ‘ wandelen, dansen (manner of motion)

Table 12. Auxiliary selection as size tradeoff

As before, the larger verb selects the smaller auxiliary, and the smaller verb the larger
auxiliary.

4. Movement-Controlled Loc/pir Alternation
Earlier we saw that there are two types of P, locative and directional. The difference
there was a lexical one, which means it is unpredictable and unsystematic. This section
investigates a way in which locative Ps may become directional as the consequence of
a regular syntactic movement process, i.e., (at least to some extent) systematically and
predictably. The phenomenon is illustrated in the following examples:
(29) (a) de  weg in__ het bos

the road in the wood

“the road in the wood”

(b) de  weg het bos in
the road the wood into
“the road into the wood”

The locative P in becomes directional if the order is postpositional. Clearly the directional
meaning here cannot come from a motion verb, since there is no motion verb in the examples.

Other Dutch locative Ps show the same property (e.g., op “on”). In many languages,
there exist similar LOC/DIR alternations in the meaning of prepositions, which correlate with
a change in case marking. German provides a case in point.
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(30) (a) Alex tanzte in _ dem  Zimmer.

Alex danced in the.DAT room
“Alex danced in the room.”

(b) Alex tanzte in_ das Zimmer
DIR ACC
Alex danced in  the.Acc room
“Alex danced into the room”

Again, we see a size tradeoff: the smaller (locative) preposition goes with the large case
(dative, or another oblique case in certain languages), whereas the bigger (directional)
preposition goes with the smaller case (accusative) (Table 13). Although the specific
oblique case may differ from language to language, the general pattern is clear (Caha
2010, 181).

P DAT | ACC
in dem
LOC
in ‘ das

Table 13. Case selection by P as size tradeoff

Caha (2007, 2009, 2010) proposes a peeling derivation for this type of alternation, in
which the dative location moves to become an accusative, leaving behind a dative peel.
This peel then turns the locative P into a directional one. The derivation is depicted
below, where (31a) shows locative in with a dative complement; (31b) shows the
result of moving the accusative subpart of the complement of P to the left, leaving
behind the feature pat, which spells out with in to create directional in.’

(31 (@) [in, [, DAT[  acc[  Nom[...]]]]]
(b) [ACC ACC [NOM NOM [ : ]]] e [inwc [DAT DAT ]]DIR
The interesting property of this proposal is that it links two phenomena: the change in

case (which is the result of subextracting a smaller case out of a bigger one), and the
LOC/DIR alternation, which arises because the P gets bigger, i.e., turns from a locative

3 The actual analysis of Caha (2010) is considerably more complex, in a way that I cannot
possibly do justice to here. One obvious issue that I leave untouched here is how German
prepositional order arises with the directional sense and the accusative. I refer the reader to Caha

(2010) for discussion of these issues.
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into a directional one after peeling movement of the bigger case. Dutch postpositional
order (creating P from P ) likewise results from this peeling movement. In this
analysis, the alternation in the meaning of the preposition is a case of syncretism: the
same form expresses two grammatical categories. More specifically, it illustrates the
nanosyntactic Superset Principle, whereby a lexical item may spell out a syntactic tree
if the lexical tree contains the syntactic tree as a subtree. Since the lexical entry for
directional in contains that of locative in, it may realize both meanings.

5. Conclusion

In this paper I discussed three types of LOC/DIR alternation. The first concerned HTW,
which showed all the properties of either directional or locative PPs. HTW was
analysed as the phrasal spellout of a structure consisting of the abstract set of features
DAT, LOC, and PLACE, arranged in a containment relationship. Given these assump-
tions, the LOC/DIR alternation with HTW can straightforwardly be explained as
a consequence of the Superset Principle. The second LOC/DIR alternation was that of
locative prepositions, which may express directed motion in combination with motion
verbs. These were accounted for by assuming that the relevant feature could be realized
by a particular subclass of the verbs, those expressing directed motion. The third case
involved a systematic LOC/DIR alternation in certain locative prepositions, which can
become directional if the complement of P moves. This may be visible in postpositional
word order, or in a smaller case appearing than the case that goes with the locative
meaning. These were analysed in terms of a peeling derivation, where the movement
of the complement of P strands a case peel, which makes the locative P directional (as
proposed by Caha 2010).
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Abstract: The paper addresses the parametric variation found in the possessive sys-
tems of Italian dialects. Data come from AIS maps (Jaberg and Jud 1928-40; Tisato
2009) and the vast traditional and generative literature on the topic. We claim that varia-
tion mainly concerns lexical variation. Dialects differ from one another and from Italian
with respect to the possessive forms available in their lexicon (clitic, weak, strong pos-
sessives; cf. Cardinaletti’s 1998 extension to possessives of the tripartition of pronouns
proposed by Cardinaletti and Starke 1999) and to the different lexical properties of
kinship terms and common nouns (Giusti 2015). Much micro-variation is indeed found
with kinship terms. Variation concerns the status of the possessive, the position of the
noun, the occurrence of the definite article, and the paradigm of possessives, whether
complete in the 3 singular persons or limited to 1st and 2nd person singular.

Keywords: possessives; Italian dialects; kinship terms; number features; microvariation.
1. Introduction

Italian possessive constructions distinguish between common nouns, with which pre-
nominal possessives appear with an article in both singular and plural (1a)—(2a), and

singular kinship terms, which are article-less in the singular (1b’)—(2b):

(1) (@ i mio libro Vvs. (a’) *mio libro
the my book my book

(b) *il tuo fratello VS. (b’) tuo fratello
the your brother your  brother
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2) (@ i miei libri vs. (a’) *miei libri
the my  books my  books

(b) i tuoi  fratelli vs. (b’) *tuoi fratelli
the your brothers your  brothers

Both common nouns and kinship terms occur with the article if modified by a post-
nominal possessive: la macchina mia “the car my”, il fratello mio “the brother my”.

Other Romance languages have less complex systems. The occurrence (as in Ca-
talan) or absence (as in French and Spanish) of the article with prenominal possessives
does not distinguish between common nouns and kinship terms, or between singular
and plural. In (3), we only report singular forms for space reasons:

(3) Catalan French / Spanish
(a) el meu llibre (a’) mon livre / mi libro
the my book my book
(b) el teu germa (b”) ton frére/ tu hermano
the your brother your brother

In addition to this, Spanish and Catalan display different possessives in prenominal
and postnominal position, cf. Sp.: mi libro vs. el libro mio “my book”. This not found
in Italian.
This paper addresses four research questions regarding dialectal variation:
1. Does the distribution of possessives across Italian dialects mirror the Italian pat-
tern or the patterns found in other Romance languages?
2. Are there patterns that are not represented in Italian?
3. Isthere variation in the morpho-syntactic properties of kinship terms (as found
in Italian)?
4. Is there variation in the morpho-syntactic properties of possessives (as found
in Spanish)?
We show that Italian dialects mirror the Italian pattern, although they do display
possibilities unattested in Italian, including micro-variation with kinship terms.
Following Biberauer and Roberts (2012), we suggest that the microvariation ana-
lysed here is captured by nano-parameters associated with nouns and possessives in the
lexicon. Dialects differ from one another with respect to (i) the possessive forms avail-
able (clitic, weak, strong possessives; cf. Cardinaletti’s 1998 extension to possessives
of the tripartition of pronouns proposed by Cardinaletti and Starke 1999) and (ii) the
different lexical properties of common nouns vs. kinship terms (cf. Giusti 2015, who
proposes that rigid designators project a reduced structure).
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The paper is organized as follows. Section 2 analyzes the Italian possessive sys-
tem, which displays weak and strong possessives. Section 3 focuses on common nouns
in Italian dialects. While most properties are shared with Italian (e.g., the distribution of
the article and the weak/strong bipartition), a first difference emerges. In some Southern
dialects, possessives only occur in postnominal position. This suggests that possessive
raising does not apply in these dialects. Section 4 is devoted to kinship terms in the
dialects, which display clitic possessives (both proclitic and enclitic) and null articles in
the plural, unlike Italian. Section 5 briefly addresses possessive paradigms, which may
display person restrictions. Section 6 draws the conclusions.

2.  Weak vs. Strong Possessives in Italian

Italian prenominal and postnominal possessives are weak and strong, respectively
(Cardinaletti 1998). While prenominal possessives have both human and non-human
reference (4a/a’), postnominal possessives are restricted to human referents (4b/b”).
Note that (4b’) and parallel structures discussed below are ungrammatical only in the
case the 3rd person referent is inanimate, as represented in the gloss:

4 (a) il suo libro (@) il suo coperchio
the his/her book the its lid
(b) il libro suo (b’)  *il coperchio suo
the book his/her the lid its

The strong possessive in (4b) is used in emphatic and contrastive contexts. Its syntactic
distribution confirms the above analysis. It can occur in isolation (5a) and predicative
position (6a), while the weak form referring to non-humans cannot (5b)—(6b):

(5) (a) Dichie questo libro ? Suo
of whom is this book? his/her

(b) Dicos’¢  questo coperchio? *Suo
of whatis this lid its

(6) (a) Questo libro ¢ suo
this book is  his/her

(b) *Questo coperchio ¢ suo
this lid is its
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We take strong possessives (7a) to stay in their NP-internal thematic position and be
postnominal due to N-raising (Giusti 1994, Bruge 1996, Cardinaletti 1998), while weak
possessives (7b) move to SpecPossP above prenominal adjectives and immediately be-
low D (Picallo 1994, Cardinaletti 1998):

(7 (@ [ [ [Poss] ([, ultimo) [, libro [, mio Hbre]]]]
the last book my

(b) [pil [, mio [Poss] ([, ultimo) [, libro [, mie tibre]]]]
the my last book
“my last book”

Following Giusti (2015), we propose that kinship terms modified by possessive adjec-
tives are similar to proper names, in that they are interpreted as rigid designators. This
is the reason why they both lack the definite article in Italian. Note however that some
regional varieties display the definite article with proper names (cf. la Maria in (8a)).
Longobardi (1994) assumes that in these cases, articles are “expletive”. Such expletive
articles are not displayed by kinship terms preceded by overt possessors (8b) in the
same regional varieties. Note that with singular common nouns, the article is manda-

tory (8c):

(8) (a) Maria /" %La Maria ¢ arrivata
Maria the Maria has arrived

(b) Mia sorella / *La mia sorella ¢ arrivata

my sister the my sister  has arrived
(c) Laragazza / *Ragazza ¢ arrivata
the girl girl has arrived

Giusti (2015) dispenses with the assumption of “expletive” articles and accounts for
silent Ds with proper names and kinship terms proposing that rigid designators project
reduced structures. This makes them different from common nouns. Common nouns
project three layers (the lexical NP, the modification layer FP, and the referential layer
DP). These layers are realized by at least one projection, which can be iterated if neces-
sary; for example, in (7) above, the modification layer is made of two hierarchically
ordered FPs. This is what makes PossP necessary. Parallel to the subject position in the
clause, the possessor is moved from the lexical layer, where its theta-relation to N is
established, to the highest non-phasal projection, where its index is interpreted as con-
tributing to the referential interpretation of the main Nominal Expression.
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Rigid designators only project the lexical layer NP and the phasal layer DP. The
possessor in (9) is theta-interpreted and referentially interpreted in the merger position
(SpecNP), which is immediately lower than D, because no FP is merged between NP
and D. In (9a), the kinship term in Italian has a bare D. In (9b), following Longobardi
(1994), the proper name remerges in D. This captures the fact that the possessor is pre-
nominal in (9a) and postnominal in (9b). Note that some kinship terms also raise (9c¢),
completing the parallel with proper names:'

9 @ [0 [, mia sorella]]
“my sister”

(b) [,, Maria [, mia Maria]]
“my Maria”

(©) [,, mamma [, mia mammnra]]
G‘my mom’?

Giusti’s reduced structure correctly predicts that proper names and kinship terms do not
project modifiers. If modifiers are merged, the Nominal Expression is no more a rigid
designator and has the tripartite structure of common nouns, with the intermediate FP
projected and the possessor moving from SpecNP to SpecPossP, as in (7b) above. In
this case, the article is mandatory irrespective of the three possible orders of possessor
and adjective, as shown in (10):

(10) (a) *(la) mia simpatica sorella
(b) *(la) mia sorella simpatica

(c) *(la) simpatica sorella mia
“my nice sister”

The same holds of proper names, cf. *simpatica Maria; *Maria simpatica; la simpatica
Maria.

Another parallel between proper names and kinship terms is the restriction of both
(at least in Italian) to singular number:

1 Inthis paper, we abstract away from kinship terms like mamma in (9c), restricting our survey

to the core constructions, represented in (9a).
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(11) (a) *(le) mie sorelle
the my sisters

(b) *() Giusti
the Giusti’s

This suggests that the reduced structure is only possible when the lexical item is speci-
fied in the lexicon for this property. This specification is part of its inflectional mor-
phological specification and can be sensitive to gender and number. In Italian, plural
kinship terms have the same full syntactic structure as common nouns:

(12) [ le [ mie [, sorelle [, mie sorete]]]]
the my sisters
“my sisters”

3. Weak vs. Strong Possessives in Italian Dialects

Like in Italian, many Italian dialects have both weak prenominal and strong postnomi-
nal possessives. This is the case of Paduan in (13) (Cardinaletti 1998), and of the dialect
of Marsala (Trapani) in (14). Unlike Italian, the two forms are morphologically differ-
ent. The weak form is reduced and does not concord with the noun:

(13) (a) el me libro
the my book

(b) el libro  mio
the book my

(14) (a) 1 to causi
the your  trousers

(b) 1 causi  toi
the  trousers your

Like in Italian, weak possessives move to SpecPossP, while strong possessives stay in

their NP-internal thematic position and end up being postnominal due to N-raising to
an intermediate functional head:

142



ANNA CARDINALETTI AND GIULIANA GIUSTI

(15) (@) [ypel [pp me [Poss] [, libro [ e tibro 1]

the my book
() [pli [pto[Poss] [,,causi [, tocaust]]]]
the your trousers

(16) (@) [ppel [poyp [POSS] [ libro [ mio tibro 1]]]

the book my
() [pli [y, [PosS] opcausi [ toi eaust]]]]
the trousers  your

Weak possessives in prenominal position are the unmarked choice in northern dialects,
western central dialects down to northern Lazio, and Sicilian dialects. In some central
and the remaining southern dialects, postnominal possessives are the only possibil-
ity with common nouns (cf. AIS map 1554 i tuoi calzoni “the your trousers”). This is
exemplified with the Ancona dialect in (17)—(18):?

(17) (@) I’ amigo mio
the friend my

) 1 caltsoni tui
the trousers your

(18) (a) *el mi amigo
the your  friend

(b)) *1 tu caltsoni
the your  trousers

In Anconetano, the postnominal possessive is strong as shown by the fact that it only
has human reference and is allowed in isolation and predicative contexts:

(19) (@) el ca mio/ tuo/ suo
the dog my/ your/ his/her
“my/your/his/her dog”

2 Note that in Anconetano, prenominal weak possessives exist but are only possible with kin-

ship terms, cf. (22a) below.
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(b) *el cuperchio suo

the lid its
“its 1id”
(¢) De chi ¢ sto libro? Mio.

of  whom is  this book? My
“Whose book is this? Mine.”

(d) Sto libro ¢ mio
this  book is my
“This book is mine”

In upper southern Italian dialects, notably Abruzzese, postnominal possessives are in-
stead weak, as confirmed by the fact that they can have non-human reference and are
ungrammatical in isolation and predicative position. Data come from the dialect of
Lanciano (Chieti) (Cuonzo 2018):?

(20) (a) lu cana mé/  té/ sé
the dog my/ your/ his/her
“my/your/his/her dog”

(b) el cuperchio sé

the lid its
“its 1id”

(c) Di  chi i¢ ssu libbra? *Mé.
of  whom is this  book? My
“Whose book is this? Mine.”

(d) *Ssu libbra e mé
this  book is my
“This book is mine”

3 This dialect does not have strong possessives. In contexts like (20c—d), weak possessives
occur in elliptic nominal expressions:

(i) (a) Dichi  iéssu libbra? Lu mé.
of whom is this book? the mine

(b) Ssulibbroi¢ lu mé.
this book is the mine
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In Lanciano, postnominal possessives have a reduced form showing no concord with the
head noun, unlike the postnominal forms in Anconetano which are inflected (cf. (17)).*

We propose that postnominal possessives stay in the NP-internal thematic posi-
tion and are moved across by the noun. The relation with the head Poss is the same as
in northern dialects. The only difference is that movement is not triggered:?

21) (a) [DP el [Possp [Poss] [FP ca’ [NP mio ea*]]]]
®) [, u [, [Poss] [,,cana [, méeana]]]]

The mandatory postnominal position of possessives with common nouns, as in the
Ancona and Abruzzo dialects, is a first difference between Italian dialects and Italian.
Movement to the prenominal position is not obligatory in southern dialects, while it is
in Italian and northern, western central, and Sicilian dialects, as we have seen above.
Different movement possibilities of verbal arguments are a well-known source of lan-
guage variation. This is a case in which different movement possibilities of nominal
arguments are observed.

In all cases reported in this section, common nouns modified by a possessive al-
ways occur with an article. The only exceptions are found in some Piedmontese dialects
where, certainly due to contact with French, omission is found in both the singular (AIS
map 1108 dal mio amico “from the my friend”) and the plural (AIS map 1554 i tuoi
calzoni “the your trousers”). Interestingly, Beninca, Parry and Pescarini (2016, 198) re-
port on some differences with respect to gender and number richly exemplified by Manzi-
ni and Savoia (2005, v. 3), suggesting that this pattern is unstable in the modern dialects.

4. Kinship Terms in Italian Dialects

Most variation among Italian dialects concerns kinship terms. As in Italian, the number
feature of the kinship term is often relevant, although not always. Furthermore, dialects
instantiate more possibilities than Italian. Variation regards the status of the possessive
(which may be clitic, weak, or strong), the position of the noun, which may raise to D,

4 Some central dialects display gender/number neutralization in strong postnominal possessives:
Macerata [u paese mia “the.M.SG village.M.SG my” (Loporcaro and Paciaroni 2016, 237).

5 The structure in (21b) is simplified. Assuming parallel structures for clauses and Nominal
Expressions (Giusti 1996, 2006) and assuming that weak pronouns move to the middle field
(Cardinaletti 1991, Cardinaletti and Starke 1999), weak postnominal possessives in the Lanciano
dialect should be analysed as moving to a nominal middle field, lower than the head in which the
lexical noun is realized. This is confirmed by Cuonzo’s observation that the weak possessor can
precede or follow color adjectives but only precede size adjectives. We leave the detailed analysis

of the landing position of weak possessives in Abruzzese for further research.
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and the co-occurrence with the article. An overview of the possibilities found with sin-
gular and plural kinship terms is provided in (22) and (23), respectively:

(22) (a) prenominal without article:

me pare (Padua)
(@”) mi padre (Ancona)
my father

(b) prenominal with article:
il mi babbo (Florence)
the my  father

(c) enclitic without article:
petro-mo (Lanciano)
father-my
“my father”

(23) (a) prenominal without article:
SO fradei (Mira)
his/her brothers

(b) prenominal with article:
i S0 fradei (Mira)
the  his/her  brothers

(c) enclitic without article:
fradi-di (Treia)
brothers-my

(d) postnominal with article:
i frateli ~ mii (Ancona)
the brothers my
“my brothers”

(e) enclitic with article:
li sucoma (Lanciano)
the parents-in-law-my
“my parents in law”
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We are not aware of the occurrence of any other logical possibility not mentioned
in (22)—(23), i.e. enclitic possessives with article and postnominal possessives with and
without article in the singular, and postnominal possessives without article in the plural.

4.1 Prenominal Possessives with both Singular and Plural Kinship Terms
In the whole northern Italy and Sicily, we find a pattern similar to Italian, namely pre-
nominal possessive forms without article in the singular and with article in the plural.
As with common nouns in these dialects, prenominal forms are reduced and generally
uninflected. In (24), we exemplify this pattern with Sicilian forms (cf. AIS map 13 fuo
fratello /i tuoi fratelli “the your brother / the your brothers™). The structural analysis for
Italian in (9a) and (12) above is extended to these cases. Singular kinship terms project
a reduced structure, while plural kinship terms have full nominal structure:

(24) (@) [ 0 [y, to frati]]
“your brothers

(b) [, li [poep tO [POSS] [, frati [, to frati]]]]
“your brothers”

The status of a prenominal possessive can however be different. In dialects like Paduan,
the reduced possessive form is clitic, as shown by the fact that it can double a PP.® Being
clitic, the possessive encliticizes into D:

(25) (a) so pare (de  Toni)
his father of Toni
“Toni’s father”

(®) [ [ps0] [so pare]]

In the plural, Veneto dialects display two possibilities (cf. AIS maps 13, 14, 18-21,
23, 24, 26, 28): some dialects require the article, on a par with Sicilian (24b); others
extend the absence of the article, typical of the singular throughout Italy. The dialect of
Mira (Venice) displays both possibilities (Laura Volpato, pers. comm.) and allows us
to check whether the absence or presence of the article correlates with the status of the
possessive. This is indeed the case. When the article is absent, the possessive is clitic,
as shown by the availability of doubling (26a). The structure (26b) is therefore the same
as in the singular (25b). When the article is present, doubling is not possible (27a). The

6 Inthis respect, clitic so differs from weak so occurring with common nouns (cf. (13a)), which
does not allow clitic doubling: e/ so libro (*de Toni) “the his book of Toni” (Cardinaletti 1998).
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structure (27b) is therefore the same as with common nouns in Veneto (15a) and plural
kinship terms in Sicilian (24b).

(26) (a) so fradei  (de Toni)
his brothers of Toni

(b) [, [, s0] [y 50 fradei]]

27) (a) 1 SO fradei  (*de Toni)
the his brothers of Toni

(b) [pp1 [pop SO [Poss] [, fradei [|,so fradei]]
“his brothers”

The doubling diagnostics only holds in the third person. With first and second persons,
doubling cannot be checked because genitive PPs embedding personal pronouns are in-
dependently ruled out (*de mi “of me” / *de ti “of you™). Therefore, we cannot exclude
that with first and second persons, the structure proposed for Italian (9a) and Sicilian
(24a) is also present and extended to the plural in these dialects.

This must be assumed anyway in case of bisyllabic possessives such as nostro “our”
and vostro “your.PL”, which cannot be clitic. In (28), null articles occur with NP-internal
weak possessives, as proposed for singular kinship terms in Italian (9a) and Sicilian (24a):

(28) (@) [, 0 [y, nostri nevodi]]
“our nephews” (S. Stino di Livenza, AIS map 18, point 356)

(b) [,,0 [, vostre nevode]]
“your nieces” (Vicenza, AIS map 23, point 363)

4.2 Singular Kinship Terms with Articles

In northern Piedmont and Lombardy, Tuscany, and northern Umbria, singular kinship
terms occur with articles (AIS maps 13, 14, 16, 17). Two potential analyses are avail-
able for these cases: kinship terms have either a reduced structure as in Italian and the
dialects discussed so far (29a), or the full structure typical of common nouns (29b):

(29) (@) [pi [ptu fratello]]
the  your brother

(b) [p1  [pop tu[Poss] [, fratello [, tu frateHo]]]]
“your brother” (Firenze, AIS map 13, point 523)
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There is no evidence to decide between (29a) and (29b). On the one hand, (29a) is sup-
ported by the observation that also proper names in these dialects co-occur with definite
articles (cf. Rohlfs 1968, 128; 1969, 30), thereby suggesting that the definite article is
the overt counterpart of the null D found with proper names in Italian. On the other hand,
learnability issues favour (29b) because there is no detectable difference between kin-
ship terms and common nouns in these dialects, similarly to other Romance languages
(see (3) above).

This issue also arises in the plural. As above for some Veneto dialects (26) and be-
low for some southern dialects (32b), plural kinship terms may have the same reduced
structure as singular ones. This is however rather rare. In general, plural kinship terms
tend to behave like common nouns. We therefore expect that the reduced structure in
the plural can only be found in those dialects that display the reduced structure in the
singular. If in a dialect, there are reasons to exclude (29a) for the singular, the same
conclusion should be drawn for the plural.

4.3 Different Forms of Possessives with Singular and Plural Kinship Terms
Central-southern dialects also display the two asymmetries found in Italian: common
vs. kinship, and singular vs. plural. Unlike common nouns, singular kinship terms
require reduced possessives without article, which may either be prenominal or en-
clitic. Plural kinship terms behave like common nouns in these dialects in displaying
postnominal possessives. In a subset of dialects, enclitic possessives are also found
in the plural.

A first case (prenominal possessives in the singular and postnominal possessives
in the plural) is exemplified with data from the dialect of Ancona. In the singular, they
project the reduced structure (30a); in the plural, they project the same full nominal
structure as common nouns (30b):”

(30) (@) [0 [ mi fratelo]]
my brother

(b) [pp1 [y [Poss] [, frateli [, mii frateti]]]]
the brothers  my

“my brother” / “my brothers”

The distribution of the article is the same as in Italian and most northern dialects.

7  Reduced prenominal forms are uninflected, while strong postnominal forms are inflected
for gender and number. In other dialects, strong postnominal forms may be gender neutral

(cf. Ledgeway 2016, 218 for Tuscan; see fn. 4 for common nouns).
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Let us now deal with enclitic possessives, a possibility not attested in Italian. This
form can either be found only in the singular or also in the plural.

The former case is exemplified by the Calabrian dialect of Verbicaro (Cosenza,
from Manzini and Savoia 2005, v. 3, 677). In the singular (31a), we propose that both
the noun and the possessive raise to the D head. In (31b), we propose that the plural
behaves like common nouns, as usual:

(1) (@) [y [, frato-ma]
brother-my

mo frato |]

[NP

(b) [pp1  [poup [POSS] [ fraite [, me:jo fra:ts]
the brothers my
“my brother” / “my brothers”

Note that the clitic can double a strong possessive, e.g. fratima (mia) “brother-my my”
(Cervicati, Cosenza, Manzini and Savoia 2005, V.3, 720).

The latter case is found in southern Marches and sporadically throughout southern
Italy. For example, in the dialect of Treia (Macerata, Marche; AIS map 13, point 558),
the reduced structure observed for the singular in (32a) is extended to the plural (32b):

(32) (@) [, [, fradi-du] [, dua fradi ]

(b) [y, [, fradi-di] [, dt fradi ]]
“your brother” / “your brothers”

A more intricate case is represented by Abruzzese dialects such as the dialect of Lan-
ciano (Chieti), where enclitic possessives are found in both the singular and the plural,
but the distribution of the article distinguishes between the two (33) (for a similar pat-
tern in the Abruzzese dialect of Arielli, Chieti, see D’ Alessandro and Migliori 2017).
We take the clitic possessive and the kinship term to move to D in the singular (33a), as
in (31a)—(32a). The plural case in (33b) needs further elaboration. We suggest that this
is an instance of split DP (Giusti 1996; 2006). The plural does not project full nominal
structure, as shown by the fact that it behaves like the singular in not allowing nominal
modification (34) (Cuonzo 2018 and pers. comm.):

(33) (@) [pp [, petro-ma ] [, ma  petrs ]

father-my
“my father”
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(b) [,,li [, suco-ma o suea ]
the parents-in-law-my
“my parents-in-law”

(34) (a) *zijomo bello
aunt-my pretty

(b) *l Zijomo billa
the aunts-my pretty
“my pretty aunt / aunts”

Movement to D correlates with reduced forms. The possessive displays a final schwa
(cf. clitic ma vs. weak mé in (20) above), and the noun can either undergo metapho-
ny (patra > petraoma “father, father-my”) or syllable drop (socara > socoma “father/
mother-in-law, father/mother-in-law-my”) (Cuonzo 2018).

5. Person Restrictions

Further variation concerns the persons of the possessive paradigm with kinship terms:
all (singular) persons vs. 1st and 2nd singular only. Veneto dialects display the first
pattern (35a), the dialect of Ancona does not have 3rd person weak possessive forms
but uses the article instead (35b). The same contrast is found with enclitic possessives.
Calabrian dialects display the three forms (examples (36a) from Rohlfs 1968, 125), while
the dialect of Lanciano uses the definite article in the 3rd person (36b) (Cuonzo 2018):#

(35) (a) me/ to/ so pare
my your his/her father

(®) mi/ tu/ Fsu/ el padre
my your his/her the father

(36) (a) ziumma, ziutta, zisa
aunt-my  aunt-your aunt-his/her

(b) petromo, petroto, *petraso, lu patro
father-my father-your father-his/her the father

8 In the dialect of Roiate (Orlandi 2000, 118f), quoted by Loporcaro and Paciaroni (2016), en-
clitic possessives are also only possible in the 1st and 2nd person singular: paremu “father my”,
paretu “father your”. This dialect differs minimally from the one of Lanciano in that the 3rd per-

son singular displays a postnominal strong possessive: cf. (36b) with ju patre seo “the father his”.
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These data show that person restrictions are independent of N-to-D raising.

Note finally that enclitic plural possessives are very rare but do exist. Rohlfs
(1968, 125) reports neputene “nephews our” in San Donato (Caserta), Campania, and
neputevo “nephew your” in Sonnino (Latina).

6. Results and Conclusions

We have shown that the syntax of possessives across Italian dialects mirrors the Italian
pattern: on the one hand, there is a major difference between common nouns and kin-
ship terms; on the other, number features often distinguish among kinship terms. These
two features set Italian and Italian dialects apart from the other Romance languages.

We have also shown that Italian dialects display micro-variation and instantiate
more syntactic possibilities than Italian.

First, Italian dialects display reduced weak possessives and clitic possessives
(both proclitic and enclitic) not present in Italian.

Second, kinship terms may differ with respect to
*  whether they project a reduced structure, or not

—and if so, whether they project a reduced structure only in the singular (as in
most dialects), or also in the plural (e.g., Mira (26) and Treia (32));
*  whether they have a reduced form and move to D, or not
— and if so, whether they have a reduced form only in the singular (as in most
dialects), or also in the plural (e.g., Treia (32) and Lanciano (33));
e whether they co-occur with a zero article, or not
— and if so, whether they have a zero article only in the singular (as in most
dialects), or also in the plural (e.g., Veneto dialects (28)).

We suggest that the observed micro-variation stems from lexical properties of
possessive forms and kinship terms, respectively. They can therefore be considered as
nano-parameters in the typology of parameters proposed by Biberauer and Roberts (2012).

The availability of clitic, weak or strong forms is a lexical property of a language.
Similar language variation is found in personal pronoun systems. For instance,
while clitic pronouns appear in most Romance languages, they are not found in
Rhaeto-Romance dialects (Beninca and Poletto 2005, 228-229), which make use of the
functionally equivalent weak forms (Cardinaletti and Starke 1999; Cardinaletti 2015).

The properties of kinship terms are also lexical properties. If functional structure
is taken as the extended projection of the noun, the choice between a reduced and a full
structure is a lexical property of the noun. The existence of reduced forms of N, which
move to D, is also a lexical property of the language. Finally, if the article is the highest
functional head of the nominal structure, its realization also depends on the lexical
properties of the noun.

In this perspective, the fact that plural kinship terms in some dialects can project
the reduced structure is captured by the hypothesis that this property is specified on the
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paradigm of the noun. Our proposal correctly predicts that the plural is equally or more
complex than the singular but never vice versa.

Finally, we predict that the kinship terms which project the reduced structure may
be different in different dialects, as is indeed the case. A thorough search for this type of
lexical variation is however yet to be done.
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Abstract: Very early in Middle English, texts especially in the North and East, tend
to use an orthographic suffix —(e)s for noun plurals, in Southern and Western texts the
plural suffix —(e)n of the Old English weak declension at first spreads, but then before
1300 also yields to —(e)s. This essay first shows that on phonological and phonetic
grounds this —(e)s, which remains the productive plural in Modern English, must, as
a vocabulary item, be lexically specified as +Voice; it is not voiced by any progressive
assimilation process in synchronic derivations. The source of this underlying voiced
sibilant —z, completely absent in Old English, is to be found in the genealogical ancestor
of Middle English, Proto-Scandinavian, whose plural in all non-neuter declensions is
precisely this segment (Haugen 1982). The present essay argues that this form was an
integral part of the Norse brought to England by the earliest Scandinavian settlers in
the 9th c. In all likelihood, the later change in Mainland Scandinavian of this —z to -7,
completed in the 12th c., failed to establish itself in the Anglicized Norse of England,
due to sociolinguistic factors akin to those set out in the classic paper of Labov (1963).

Keywords: Common Scandinavian; English plurals; Middle English inflection; Old
English plurals; Proto-Scandinavian; Voicing Assimilation; Vowel syncope

1. Middle and Modern English Noun Plurals
The Modern English noun suffix, spelled —(e)s, became the regular and productive way
to form plurals in (early) Middle English (ME).! Other than in conservative southern

1 Tam particularly grateful to Kristina Smejova for discussions on Section 3.4. I thank Simin
Karimi for organizing a presentation at the University of Arizona in January 2018, and the
audiences there, at the Fourth Olomouc Linguistics Conference, and at the 20th International

Conference on English Historical Linguistics in Edinburgh for helpful commentary.
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and western dialects, which were a closer continuation of Old English (OE—also
known as West Saxon), this usage was already established from 1200 onwards; this
was noted already in White (1852, xxii). The detailed summary of Baugh and Cable
(2013, chap. 7) merits reproduction in full.?

In early Middle English only two methods of indicating the plural remained
fairly distinctive: the —s or —es from the strong masculine declension and
the —en (as in oxen) from the weak (see § 41). And for a time, at least in
southern England, it would have been difficult to predict that the —s would
become the almost universal sign of the plural that it has become. Until the
13th c. the —en plural enjoyed great favour in the south [the productive,
default, so-called “weak” OE plural—JE], being often added to nouns
which had not belonged to the weak declension in Old English. But in
the rest of England the —s plural (and genitive singular) of the old first
declension (masculine) was apparently felt to be so distinctive that it
spread rapidly. Its extension took place most quickly in the north. Even in
Old English many nouns originally of other declensions had gone over to
this declension in the Northumbrian dialect. By 1200 —s was the standard
plural ending in the north and north Midland areas; other forms were
exceptional. Fifty years later it had conquered the rest of the Midlands, and
in the course of the fourteenth century it had definitely been accepted all
over England as the normal sign of the plural in English nouns. Its spread
may have been helped by the early extension of —s throughout the plural in
Anglo-Norman, but in general it may be considered as an example of the
survival of the fittest in language.

This view is not modified, certainly not in any essentials, in more recent work such as
Fulk (2012). This use of the spelling —s to mark plurals can be seen in the book The
Ormulum (c. 1200) and other 13th c. work (Watts 2011, 110).

As is well known, this same plural suffix in Modern English, call it Z, has three
allomorphs, which are without exception conditioned by the final segment of a noun
stem:

(1) Allomorphs of the plural morpheme Z: /~oz/ after final sibilant segments, then
/~z/ following final voiced segments and /-s/ following final unvoiced segments.

2 Baugh and Cable’s passage ends with a Darwinian flourish. There is of course no non-
circular reason to consider —s as “more fit” than —» for survival as a plural suffix. The metaphor

reflects the fact that the authors find no internal linguistic motivation for the change.
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As far as I know, there is no reason to think that the phonetic alternation between
voiced and unvoiced allomorphs has not been present from the earliest Middle English uses
of this Z.

Analyses of Modern English are quite aware of the fact that three other inflectional
morphemes have exactly the same phonetic forms as (1):

(2) (a) The third singular agreement suffix on present tense verbs, referred to here
as Z’, has the same allomorphs as the noun plural Z.

(b) The contracted form ¥ of the third singular copula is has the same allomorphs
as the noun plural Z.

(c) The possessive 5, referred to here as °Z, has the same allomorphs as the plural Z.

Verb forms such as chooses, holds, and thinks exemplify (1) for (2a). One can easily
exemplify the same patterns for (2b—c):

(3) (a) Contracted and possessive /~az/ after final sibilants:
The Church's still fixated on the past.
The Church's strong fixation on the past

(b) Contracted and possessive /~z/ after voiced segments:
The Cardinal s still fixated on the past.
The Cardinal s strong fixation on the past

(c) Contracted and possessive /—s/ after final unvoiced segments:
The Pope's still fixated on the past.
The Pope's strong fixation on the past

Moreover, almost all analyses agree that the underlying form of all these forms should
be the same. For an overview of their arguments, including a minority position about
(2c) unrelated to concerns here, see Zwicky (1975).

2. The Lexical Representation of the English Plural

The underlying phonological form of the English plural Z (and of Z’ and ’Z as well)
must be voiced —z, rather than either unvoiced —s or a “neutralized” sibilant unspecified
for voicing. Several papers rather conclusively argued for this lexical —z in the 1970s,

3 The voiced sibilant ending on English possessive pronouns (4is, hers, its, whose, (y)ours,

theirs) could as well be spelled 5, since this allomorphs are exactly those in (3b).
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Lightner (1970), Sloat and Hoard (1971), and Shibatani (1972), so this conclusion seems
established. For concreteness, I formulate here three arguments that unequivocally
support this conclusion, including one which I do not think has previously been made
in strong enough or general enough terms.

A first argument is that the phonetic behaviour of plurals (2a) is exactly the
same as the contracted allomorphs of the free morpheme is (2b). The copula’s final
consonant, in its uncontracted lexical form, is always voiced. Contraction consists
in simply dropping the vowel, yielding the Cardinal is = the Cardinal’s (no change
in the underlying voiced sibilant). But when the preceding consonant is —Voice, then
devoicing must change the phonetic —z to —s: the Pope is = the Pope's. If the lexical
forms of Z, Z’, and °Z are all +Voice, the exact same analysis (phonetic devoicing of
underlying z) accounts for their allomorphs as well, with no added stipulation.

A second argument concerns the several irregular plurals of nouns ending in f:
calves, hooves, knives, leaves, loaves, scarves, selves, shelves, wolves, etc. 3rd singular
verbs and possessives are unaffected: she loafs around; a wolf’s fur. Mossé (1952, 39)
and other researchers have hypothesized that the final f of these roots was voiced
between vowels in ME. However, the vowel in the ending was dropped by 1400 at
the latest, resulting in irregular morphemes with an f/v lexical alternation for singulars
vs. plurals (Lass 2006, 59—60). Given the many centuries that no vowel has followed
these v, today’s synchronic (and still learnable) analysis must be different.

To begin, today’s alternation must be lexically stipulated with these roots. Over
the centuries there has been no general tendency for the voiced allomorphs to generalize
phonetically, either before vowels/ sonorants in (41) or in plurals (4ii):

@) () leafy, stuffy, beefy, goofy, toughie, selfish, loafer, loafing, oafish
(i1) Dluffs, briefs, cliffs, cuffs, foodstuffs, puffs, reefs, spoofs, toughs

Now, if the underlying plural segment in the irregular pairs were either unvoiced or
unspecified for voicing, these plurals would be completely irregular, since the voicing
of the final consonant sequence (—vz) could not be related to any other source in English
phonology. However, this voiced sequence can be related to an underlying . . . fz by
regressive voicing assimilation, While not productive in English, this universal tendency
is sporadically found elsewhere in the language (and often reflected in spelling) in e.g.
halv-ed, lous-y, spas-m, fif-th, fif-teen, lef-t, twelf-th, leng-th.*

4 Regressive voicing assimilation is widespread in the world’s languages, though the relatively
few instances in Modern English appear to be isolated remnants of earlier sound changes: Current
English has plenty of contexts, even with bound morphemes, where no voicing assimilation
happens: childhood, dreadful, dukedom, Falklands, handsome, handful, and Scotland are a few
of many possible examples.
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Before continuing to the third argument, these first arguments suggest a lexical
entry for the English plural morpheme. (Because the notion “alveolar” may well
combine more than one phonological feature. I do not write it with + in this paper.)

(5) Lexical entry for the English plural —.
PLUR, N , [Alveolar, +Continuant, +Voice, —Sonorant]

The third argument for the Voice feature in (5) concerns a cross-linguistic restriction
on voicing assimilation. Many texts, looking for an instance of “progressive
assimilation” readily give English plurals as an example of a rule that spreads the
voice feature of a stem-final segment rightward to a bound suffix’s first (or only)
consonantal segment.

But more generally, progressive assimilation, particularly of the value +Voice,
is quite rare in the world’s languages (Lombardi 1999; Borowsky 2000). In fact,
English excludes progressive voicing entirely in any compounds or any suffixes other
than the inflection under discussion and the parallel regular past tense —d (see again
note 3).

(6) No rightward phonetic spreading of +Voice in English:’
him-self (*himzelf), special-ty, frail-ty (*special-dy, *frail-dy), lambkin
(*lambgin);
four-th, nin-th, ten-th, leng-th, wid-th, tru-th, heal-th (all exclude a voiced th);
contain/content, restrain/restraint, high/height, weigh/weight (exclude voiced d);
spoon-ful, hand-ful, dread-ful, care-ful (—ful never assimilates to voiced *-vul);
Bingham-ton, Washing-ton, Barring-ton, Middle-ton (—ton never becomes *-don);
John-son, Atkin-son, Richard-son, William-son (-son never assimilates to
*zon);
hand-some, fear-some, loath-some, cumber-some (—some never becomes *—zome)°

The diverse sources of the morphemes in these combinations testify to the fact that
Middle and Modern English have never had any phonetic “tendency,” even slight, to
spread voicing of a final segment to a following morpheme in the same word.

These data strongly suggest that, throughout history, the voicing in the English noun
plural (5) has been underlying (i.e. in a lexical entry) rather than due to a derivational
process. Minkova (2014, 89) argues that similarly, voicing of the alveolar stop of
the regular English past tense is due to its lexical entry. But if both these inflections

5 In this paper, * before a form uniformly means “ill-formed” rather than “unattested.”
6  Asin all other positions in English, bound morphemes have voiceless s as their initial lexical

segment (—self, —son, —some) rather than the voiced z in (5).
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(-z and —d) are underlyingly voiced, the robust data pattern in (6) essentially forces the
following conclusion:

(7) Progressive voicing ban. No progressive assimilation in English introduces
+Voice.

On the other hand, it might still appear that the other feature value —Voice can spread
rightward in English, so as to account for the voiceless allomorph /~s/ of Z, Z’ and ‘Z,
as well as the voiceless allomorph /~#/ of the regular English Past Tense. However, we
can show that this is also a misconception.

We have seen that the English regular plural morpheme has long contained an
underlying voiced sibilant —z. Voicing on this plural morpheme disappears only if the
final segment of the noun is voiceless: cats, naps, cliffs, rocks. However, this devoicing
is not due to some morpheme-particular “rightwards de-voicing.” The lack of voicing in
this context on all the Z morphemes has its source in a more general, probably universal
restriction which is moreover bi-directional. Consider for example clauses which begin
with an optionally contractible singular copula is. The second column is a (perhaps not
standard) spelling of the contraction, and the third represents it phonetically:

(8) Is Dave coming back? s Dave coming back? /z/ Dave coming back?
Is Beth coming back? 5 Beth coming back? /z/ Beth coming back?
Is Ann coming back? 5 Ann coming back? /z/ Ann coming back?
Is Ed coming back? 5 Ed coming back? /z/ Ed coming back?

Unsurprisingly, all these contracted forms retain their lexical feature +Voice.”
But now what happens when the subject begins with an unvoiced segment? The
fully contracted form (with no vowel) must be unvoiced:

(9) 5 Ted coming back? /s/ Ted coming back? */z/ Ted coming back?
s Fanny coming back?  /s/ Fanny coming back? */z/ Fanny coming back?

The following general restriction, plausibly valid across at least a range of languages,
suffices to describe the loss of voicing in the contracted English copula is, regardless of
whether it precedes or follows a host morpheme in the same phonetic word:

7  The contractions discussed in this section are not separate words, since they have no vocalic
nucleus, as in (8)—(9). Generally an English contraction must be part of a preceding word, but

when contraction is allowed clause-initially, it becomes part of the following word.
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(10) Cross-linguistic Voicing Restriction. Voicing is not realized in positions
separated from all Sonorant segments in the same word by a voiceless
segment.?

For a recent general justification of the feature Sonorant, see Kaisse (2011). I am not
assuming that the “sonoricity” of phonological segments must be graded along a scale;
the feature Sonorant as used here can as well be purely binary; i.e. vowels, glides, and
voiced liquids and nasals are sonorants and other segments are not.

This formulation (10) is designed to make my use of it later transparent.
Nonetheless, this restriction might still be a special case or corollary of some Sonority
Sequencing Principle as in Clements (1990), which forbids a more sonorant segment
being external in a syllable to a less sonorant one.” Though there are debates as to
how voicing relates to sonority, essentially all accounts claim that voiced fricatives,
which are what concerns us here, are more sonorous than any voiceless segment.!°
The Voicing Restriction therefore blocks realization of Voice on a fricative (i.e. the
lexical —z) in e.g. cats/ coughs/ tricks. 1t is irrelevant that these segments are adjacent
to a voiced segment inside a following word.

The Voicing Restriction (10) now automatically explains the devoicing not only
of all contracted English singular copulas. It equally well accounts for the voiceless
allomorphs of the English plural morpheme Z and its homophones Z’ and ’Z, provided
they are all lexically specified as +Voice, This completes the third argument for +Voice
in the lexical entry (5).

Notice further that the Voicing Restriction applies regardless of the host being
on the left or right. It is more general than any prohibition of voicing formulated
explicitly or implicitly as a constraint on left to right (or right to left) scanning. For
example, any constraint formulation in terms of “turning on” or “turning off” voicing

8 If English voicelessness results from the feature Spread Glottis, as argued in Iverson and
Salmons (1999), then Restriction (10) is equivalent to saying that when this feature is present in
a syllable, it impedes any voicing external to it (in either direction).

9 I am taking for granted here rather traditional uses of these feature labels. It may be that
the English lexically voiced suffixes are voiced phonetically only by virtue of a neighbouring
voicing. In this case, (10) would be a special case of a more general phonetic property. This issue
appears related to ultimately determining which laryngeal feature should be used to characterize
English obstruent voicing. For discussion see Iverson and Salmons (1999).

10 Thus, the restriction as formulated in (10) does not itself depend on Sonority Sequencing,
and is even consistent with the claim in Henke, Kaisse, and Wright (2012) that such sequencing
is an epiphenomenon: “. . . the patterns attributed to Sonority Sequencing are the result of a few
broad perceptually-motivated constraints which interact with other constraints and language-

specific lexical contrasts to yield the phono-tactics of particular languages.”
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during such scanning fails to capture the generalization that includes the voiceless
prefixation seen in (9)."
Independent support for this analysis is that it also allows us to generalize (7):

(11) Ban on progressive voice assimilation rules. English has no rightward phonetic
assimilation to either value +Voice.

This principle is thus an alternative to the apparent “progressive (de-) voicing
assimilation” in both the plural and past tense inflections of English. Such phonetic
rules are banned by (11).

3. A Diachronic Source for the English Plural —

3.1 Why the Source Is Not (Anglo-Norman) French

With regard to appearance of final voiced continuants such as —z in ME, mention is
sometimes made of their presence in Anglo-Norman French. However, the lexical entries
for the latter were not borrowed in any significant number before the late 13th century
(Jespersen 1912; Classen 1919; Watts 2011, 110—-111), later than the appearance in early
ME of the sibilant plural. The serious influence of French vocabulary on English thus
occurs too late for this language to have been the source of something as grammatically
central as the ME plural.

There is a second and more telling reason why the ME plural suffix cannot be
ascribed to French. Despite its huge influence on later ME vocabulary, the fact remains
that English borrowed no French inflections (or grammatical free morphemes) at
all."”? More generally, borrowing of any inflection into a living, expanding language
under even intense language contact situations is extremely rare.’* The idea that
early ME speakers in especially the north of England would borrow one of its most
basic inflections from French even before any open class vocabulary is linguistically
inconceivable.

On the other hand, a general fact about noun plurals in current French can serve
to undermine a frequent presupposition about why ME —z so quickly replaced OE
—n plurals. Since final -n tended to drop in northern ME, it is sometimes speculated that

11 If the direction of scanning/ production of syllables is left to right, devoicing the prefixed
contractions in (9) should count as “turning voice off.” Then, not resuming voicing would imply
that an entire syllable with a devoiced prefixal onset would be expected, counter to obvious facts.
The Voicing Restriction (10) accurately avoids an implication of directionality.

12 The grammatical free morphemes very and much might seem exceptions, but very derives
from the French open class vrai “true” and much has a Proto-Germanic source.

13 For instance, in today’s American Southwest, there is not even a hint of its Spanish

borrowing any English verbal inflection, or vice-versa.
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English somehow “needed” a new productive pronounced plural, a need filled by —z.
But there is no general “need” for a productive inflectional noun plural (cf. their lack in
Chinese, Japanese); even in Indo-European which generally has them, Modern French
no longer has such a morpheme. On nouns its plural —s is purely orthographic, not even
pronounced in liaison with a following initial vowel, e.g. in les magasins ouverts “the
stores open”. There is thus no structural reason why ME nouns, even if they had lost all
others, had to have a new pronounced plural.'*

3.2 Why the ME Plural —z Is Plausibly Proto-Scandinavian

A motivated and more plausible source of the lexical —z of the ME noun plural is the
Norse language brought to England by Scandinavian settlers between the early Viking
raids (before 800) and the Norman Conquest of 1066-1090." Their language was in
the North Germanic (NG) branch of Indo-European. In contrast, the conclusion of
essentially all analysts is that Old English (West Saxon) was a West Germanic (WG)
language.

By 837, today’s England was divided into West Saxon and Danish kingdoms (the
“Danelaw”). Scandinavian immigration into the latter region was extensive; see Map 1
for its density and location (Emonds and Faarlund 2014, 33). Danelaw Scandinavians
were numerous and prosperous, reclaiming farmland from marshland (Lincolnshire)
and establishing new currencies and economic centers (East Anglia), some as far west
as Leicester (Wood 1986; Kershaw 2017).

As is generally agreed, West Saxon (OE) and Norse co-existed in England well
into the 12th c. However, a century later, as far as surviving texts are concerned, Middle
English (ME) (with its disparate “dialects”) was the country’s sole native Germanic
tongue.

In contrast to OE, ME in its syntax is typologically a North Germanic (NG), i.e.
Scandinavian language (Gianollo, Guardiano, and Longobardi 2008). On the basis of
evidence from over twenty syntactic constructions, Emonds and Faarlund (2014) argue
further that, counter to previously accepted classifications, ME descends directly from
NG Scandinavian, modified over the centuries in England to include extensive West
Saxon (OE) vocabulary. They refer to this branch of NG as “Anglicized Norse” (AN),
which is then synonymous with Early ME. The beginning of written AN is probably
best dated in the late 12th c., perhaps starting with the first book in AN, the monk
Orm’s Ormulum of c. 1200. This book is notable among other things for its wide use of

14 There are a few phonetically distinct irregular noun plurals in French, but none of them
involve pronouncing an s: chevaux, vitaux, yeux, oeufs, etc. have final vowels. Their number is
comparable to that of English plurals with vowel changes, e.g. feet, geese, mice, women.

15  For the demographics and economics of this extensive and continuous settlement, see
Woodruff (1974); Wood (1986); Townend (2002), and Kershaw (2017).
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the nominal plural inflection —s. For dating and discussion of the sharp ME break with
OE, i.e. West Saxon, see Watts (2011, chap. 3—4).1¢

Following traditional scholarship, Emonds and Faarlund note that AN/ME
lacks much of the bound morphology of both Old English and Old Norse (ON).
Thus, ME quickly lost most agreement (except for 2nd and 3rd singular verbs)."”
Nonetheless, these authors give four inflection-based reasons for deriving ME from
an NG source.

(12) Norse sources for Modern English Inflections
(a) Both ON and ME replaced synthetic comparison on longer adjectives
(Germanic —er and —est) with analytic grading (English more, most; ON
meir, mest).

(b) The ME nominalizing suffix —ing comes directly from ON (e.g. viking
“walking”) rather than from OE —ung.

(c¢) WG infinitives are marked by a bound prefix (OE fo, Dutch te, German zu),
while NG has free morphemes (ME f0), i.e. NG infinitives can be “split”
by adverbs.

(d) Early ME and Medieval Mainland Scandinavia both develop phrasal rather
than word-based genitive suffixes.

Given that verbal past stems in ON and OE are quite similar (Strang 1970, Ch. IV),
the only remaining inflection that might distinguish ME from Scandinavian is in fact
the noun plural. The rest of this essay addresses this issue and concludes that its
ME form —(e)z derives not from late OE but from an NG source. As in note 16, the
relevant contemporary of later OE, from 800-1100, is not written ON, but instead the

16 Here are the accepted names for stages of the languages germane to this paper. Note that
written Old Norse corresponds to the time period of early Middle English.
Proto-Scandinavian (PS) until c. 800. Only the sparse evidence of runic inscriptions.
Common Scandinavian (CS)/ Early Old Norse, c. 800—1150. Runic evidence, but still unwritten.
Late Old Norse (ON), written in Latin script, from 1150 onwards.
Old English or West Saxon (OE), written in mostly Latin letters, until 1150.
Middle English (ME), written in Latin script, from 1150 onwards.
17  For example: “In the North, the endings —e and —en on finite verbs are lost after the earliest
texts” (Fulk 2012, 74). Those ME plural verbs in —(e)n that remain plausibly derive from the PS
3rd plural agreement (Haugen 1982, 122-125). OE speakers did apparently import the now lost
2nd singular suffix —s¢ into ME.
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earlier “Common Scandinavian (CS) / Early Old Norse” rather sparsely documented
in runic inscriptions. This stage of NG in turn immediately follows reconstructed
Proto-Scandinavian (PS), which is contemporary with earlier OE. The sequence is
thus Proto-Germanic = PS (coeval with early OE) =» CS (coeval with late OE) =
written ON.

Haugen (1982) describes both these successive NG stages in some detail, and
his tables in chap. 4-5 (1982, 90-91; 122-125) unfailingly represent the PS plural as
a voiced sibilant z, which I write here as z. We can now review why Haugen’s practice
is uncontroversial in NG scholarship.

(13) Justifications for taking CS z as a PS Voiced Alveolar Sibilant
(1) The CS rune z for both noun plurals and 2nd sing. verbs uniformly corresponds
to the Est Germanic Gothic sibilant endings.

(i1) The final CS Zrunes occur precisely after unstressed vowels, where throughout
Germanic they are predictably voiced by Verner's Law.

(iii) CS z has fully expected unvoiced non-Germanic cognates —s in 2nd sing.
Agreement, Czech —§ and Spanish —s. Similarly for the cognate Spanish noun
plural —s.

(iv) When CS z dissolves into allophones of other ON phonemes (12th c.), all
of them are coronal and (except for s) all are voiced: d, n, [, r, s (Haugen
1982, 62).

(v) During the CS period, the rune for nominal plurals and 2nd sing. agreement
was entirely distinct from runes for either » or s. This “pitch-fork” rune (for
a phonemic voiced continuant) persisted in certain regions into the 12th c.
(Haugen 1982, 57-62)

Haugen’s tables of Proto-Scandinavian nominal inflections (1982, 90-91) also indicate
that the most common nominal plural in non-neuter nominatives and accusatives (the
same forms used by traditional histories of English for ancestors of the noun plural), is
by far the same mono-segmental voiced z of Modern English plurals:'®

(5) Lexical entry for the Proto-Scandinavian and English plural -z
PLUR, N , [Alveolar, +Continuant, +Voice, —Sonorant]

18  All the “strong nouns” in Haugen’s tables have this form, except that some masculine nouns

take —n in the accusative. All non-neuter nominatives and all feminines take a —z plural.
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I therefore propose:

(14) Genealogical source of the English voiced plural
The productive English noun plural —z descends directly from Proto-Scandinavian —z.

We have now established that both the Proto-Scandinavian plural and the ME —z of
entry (5) are alveolar voiced continuants. Nonetheless, the productive Common
Scandinavian nominative plural suffix, also a descendant of PS final —z, eventually
became a Latin alphabetic — in Late ON (1150 onwards). The development of ON
thus involved a change that distinguishes ME —z from ON; the single feature difference
between the two segments is that ON —r is sonorant, while the earlier (more archaic)
continuant —z retained in ME is not.

3.3 Later Development of Proto-Scandinavian —z
The change from the PS plural suffix —z to a standard — in later ON and Mainland
Scandinavian, if one is too quickly influenced by orthography, may seem unrelated
to the English —s. But since this s is just a spelling for a lexical —z, and moreover
rhoticization (z = r) is widely attested in both North and West Germanic, it is not so
surprising that if Proto-Germanic final —z in plurals could develop into —:

From this perspective, the pre-history and history of Middle and Modern English
plurals seems to be as follows:

(15) Step-by-step history of English plurals
(i) The modern noun plurals in English —z and Scandinavian — (differing only
by +Sonorant) both originate in I.-E. case/ number inflections that contained
—s preceded by a long or lengthened vowel, e.g. I.-E. —e:s and —o.s, etc.

(ii) These I.-E. inflectional long vowels on nouns were most often unstressed."

(iii) After this, when Germanic stress moved to initial syllables; all final sibilants
in plurals become voiced, because of Verner’s Law but possibly also by some
“analogical levelling”.

(iv) No later than when NG short vowels dropped due to vowel syncope/ apocope in
the 7th and 8th c. (Haugen 1982, 28-29), voicing of the plural sibilant z became
distinctive, i.c. a lexical feature, as in the lexical entry for the plural morpheme (5).

19  This is transparently reflected in Latin descendants of I.-E. A two syllable noun has initial
stress, even if the second syllable has a long vowel. One can observe many unstressed long

vowels in final syllables in the Latin inflectional tables in Henle (1945, 2—13).
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This last step preceded the bulk of Scandinavian settlement in England (c. 850—
1066). That is, the settlers brought with them to England a noun plural inflection that
was some kind of coronal voiced continuant. The one uncertainty, to be discussed
below, is: what was its mode of articulation? Was it a fricative, a sonorant or something
with features of both?

Whatever the answer, one can conclude that in NG languages, the final alveolar
continuant (with possibly some allophonic variation) that marks noun plurals has never
lost its voicing. By 1150, this continuant became » in ON (written in Latin script) and
current Mainland Scandinavian, but it remained an unchanged z (with allophones) in
Middle and Modern English.

3.4 The Proposed OE Precursor of the English Plural —z

As can be inferred from the cited summary from Baugh and Cable (2013, chap. 7), no
possible OE ancestor of the ME noun plural is or contains the segment —z. The process
of deriving —z must then involve changes in representing the plural, which do not arise
for the hypothesis (14). According to this simple proposal, the ME —z is identical to the
same phoneme in PS, i.e. nothing happened to noun plurals between PS and ME.

This obvious hypothesis has not previously found supporters among historians of
English (perhaps never crossing their minds). As remarked in Emonds and Faarlund
(2014), all detailed studies of ME assume without argument that outside of lexical
borrowing, essentially all characteristics of ME find their source in OE.*

Despite this assumption, these historians have not succeeded in finding
a convincing OE source for the voiced plural suffix —z. This is not for lack of trying, and
in fact most analysts have settled on (and firmly believe in) an impressionistic scenario
consistent with the assumption that OE =» ME. Upon investigation, we will see that
this scenario, which can be called “re-lexicalization of n as z”, is badly flawed.

A first and brutal formulation of re-lexicalization (16) assumes a preliminary
reduction of unstressed OE short vowels to e (Minkova 1991, 5) and leaves aside the
vowel after noun stems ending in sibilants.

(16) Traditional diachronic change leading from OE to ME —z:
PLUR, {-en,—es,—e} = —=z/N___

On the face of it, such an arbitrary (but pervasive) change is quite implausible. No
doubt to soften the blow (to the revered ancestral status of OE), scholars have divided it

20 The possible non-linguistic sociological, religious and historical motivations for this (probably
unconscious) assumption are too many and too obvious to merit space here. A few studies have
proposed, with sketchy and unsystematic arguments and definitions, that ME is a “creole” (i.e.

derives from multiple sources). This is indisputable only with respect to the lexicon.
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into four less drastic intermediate steps and discussed diverse conditioning factors for
deleting e, such as vowel reduction and loss in (a few) unstressed final closed syllables;
see Lass 2006, 102-105; 109-111 and others he cites). In addition, it is generally
assumed that (16) implies two separate changes, one into a mono-segmental —s and
then a second step whereby —s = —z.

But no matter how complex the interplay of factors such as region, number of
syllables, preceding consonants, and poetic meter, orthographic —(e)s must emerge
as the only competitor for productively marking the ME noun plurals. Revealingly,
with respect to the voicing in (16), scholarship has chosen to debate when the sound
change from —es to —(e)z took place, rather than why; consequently, this voicing is
not systematically related to other ME properties or developments. And independently
of all this, what also must be explained is the initial “come from behind” victory of
—(e)s over —(e)n as the regular plural; see again the summary in Baugh and Cable (2013,
chap. 7). The scenario required by (16) remains ad hoc, no matter many intervening
steps it supposedly results from (all moreover taking place in not much more than
a century, 1150-1250).

In more detail, this basic scenario consists of four steps that derive ME plurals
from OE nominative/accusative plurals.

(17) (a) Various OE plural morphemes in non-productive declensions consist of vowels
that reduce to early ME short —e, the non-productive (“strong”) —as reduces
to —es (Lass 2006, 152; Algeo and Butcher 2014, 137-140).%' The productive
(“weak”) plural —en remains.

(b) Final short e, often considered to be a schwa, deletes. Minkova (1991)
covers many facets of this process, including contexts that specify numbers
of syllables, vowel lengths, optionality, regional variants, borrowings from
French, relation to syntax, etc.

(c) After an ecarly 12th c. spread of productive OE —en from the South,
—(e)s inexplicably replaces it as the productive ME plural first in the North
around 1200, and then spreads from North to South (Baugh and Cable 2013,
chap. 7; Lass 2006, 111).

21  Sometime in the pre-history of the OE suffix —as, which derives from L.-E. “unstressed
vowel + sibilant”, Verner’s Law should have voiced the sibilant, as it did in both PS (North
Germanic) and Gothic (East Germanic). However, even though a WG language, OE loses this
voicing in final obstruents, as described in the cited sources.
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(d) This last change consists of two phonetic steps: e drops (except after sibilants),
and final s becomes z. That is, —es becomes —z. Each step should be considered
separately.

Thus, the changeover from OE plurals, whose last texts are about 1140, to a general
ME plural (c. 1250) involves four rules, or sound changes.”> According to Bech and
Walkden (2016, Section 2.1), nothing can be more important than sound change in
determining the history of a language, so I will consider the plausibility of (17) as
abbreviated in (18i-iv).?

(18) (i) Final short e deletes.
(i1) —en is relexicalized as —es.
(iii) Short e deletes in “some” closed final syllables, in particular in noun plurals.
(iv) Progressive voicing applies to “some” final s and /.

I critically examine in turn the plausibility of steps (18i—iv) given in the traditional
histories. We will see that none of them express generalizations with the scope
expected of “regular sound changes;” none of them really has any general or
explanatory force.

3.4.1 Deletion of Final Short e
Rule (18i) describes the deletion of final short e, probably a schwa. This first step
accounts for the loss of OE plural allomorphs that consist of only a vowel. This rule,

22 This traditional consensus scenario of four steps is summarized in a Wikipedia entry, which
however ignores the change from OE voiceless s to the voiced z of Modern English (https://
english.stackexchange.com/questions/34029/origin-of-pluralisation-of-verbs-and-nouns-in-
english/304830).

The English plural —s is the only survivor of a much more complicated Old English
nominal declension system. . . The plural ending for the Nominative and Accusative
of “strong masculine nouns” was —as, and as the Old English nominal system broke
down, this ending was generalized to a// nouns in all cases. By Middle English we
only have the ending —es for all nouns, and in Modern English the —e— has disappeared
(except in spelling in some cases), giving us the plural —s.

23 1 do not subscribe to these authors’ claim that phonological sound change should remain
today the only sure foundation for linguistic genealogy. The ground-breaking papers in Battye
and Roberts (1995) demonstrate that syntax is on a par with phonological inventories as a source

for uncovering a language’s past.
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at least when formulated as optional, seems to be general from exactly the period first
identified as ME around 1200, e.g. the language of the Ormulum.? That is, final “Schwa
loss during the ME period is axiomatic in all standard descriptions of the history of
English” (Minkova 1991, 36).

However, Minkova’s further claim (1991, 9) that “there is no parallel
development in Scandinavia” is almost certainly wrong. Short vowel deletion in final
position, including e-deletion, was endemic in earlier North Germanic, practically its
hallmark (Haugen 1982, 28-29). Since the question in this essay is exactly whether
ME and Scandinavian are related, i.e. share their history, it is circular to use a dating
difference in schwa-deletion which has been determined by assuming that they are
not related. If, as Emonds and Faarlund (2014) argue, ME is simply a successor of PS,
it is no wonder that evidence of general final e-deletion, i.e. resembling NG syncope,
is found only in ME and not yet in the OE period. Many forms with final schwas that
appear to “delete” in early ME were possibly words whose final short e had deleted
earlier in NG.

So given this possibility, there is no safe conclusion about when final e-deletion
starts in England; we can only conclude that it was not fully productive in OE. There
is in fact a parallel in ME and ON (i.e. from 1150 onwards): neither language exhibits
final short e for any inflections. By this period, some ON inflections had again acquired
short a, i, and u, but not e. This is clear from the many ON inflectional tables in Faarlund
(2004, chap. 3).

Since traditional histories of English have not fully investigated relating final
e-deletion (a particular short vowel) to the more general short vowel apocope in
Scandinavian, rule (181) is not general enough to merit what is usually meant by “regular
sound change.” It is rather a description of an ME vocabulary artificially isolated from
its possible roots in CS.

3.4.2 Re-lexicalization of —en as —es

Leaving aside outright irregular plurals (formed with umlaut, null morphemes, etc.),
regular OE plurals were constructed within different noun classes with several different
plural suffixes: —en, —as, —e, —a, and —u. There is no linguistic reason, other than a vague
appeal to “frequency,” why out of these five endings, only —as should have become
the only productive survivor. A century ago, Classen (1919) showed the frequency
factor favored —en, not —as.” The logic of the traditional scenario thus is not based on

24 The date of the onset of schwa loss is debated, but some authors put it in the 12th
century (Minkova 1991, 24) on the basis of some words in early documents without certain
final e.

25  Classen argues for a hybrid analysis involving OE and Norse: OE speakers in the Danelaw

borrowed many Norse “weak declension” nouns, and then due to similarities in oblique cases,
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linguistic plausibility or independently justified aspects of ME phonology. Rather, by
assumption (not argument), among the five OE non-productive plurals, the choice is
—as because it “looks like” ME —s more than do the others.

The fact is, the traditional choice of an OE precursor depends on “looks like” (in
orthography) rather than on the appropriate “sounds like”, which involves comparing
phonological features, not graphemes. When we do this, there is no affinity between OE
—as and ME —z. In OE, as eventually in other WG languages (e.g. Dutch and German)
non-sonorants including continuants (f, th, s, y) were unvoiced in word-final position
(Strang 1970, 288; Mitchell and Robinson 1992, 15; Lass 2006, 57-61).2° Since final
voicing was not a possibility, the relexicalization step in the traditional scenario has no
basis whatever in either frequency or phonetics; it is purely arbitrary.

3.4.3 Short e Deletion in Closed Final Syllables

The traditional scenario for noun plurals needs the (sporadic) ME “sound change”
(18iii) in order to delete the short e in the newly productive descendant —es of the OE
strong plural —as.

I first note that in other Middle and Modern English inflections of similar form,
no productive process of “short e deletion” has ever happened: neither to Proto-
Germanic short e in superlatives (slowest, truest, highest, greyest do not thyme with
toast, boost, Christ, taste), nor to its short e in comparatives or agent nouns: the pairs
rower/roar, lower/lore and mower/more are not homonymous. The ME 3rd singular
suffix —eth never productively lost its vowel (grow-eth, show-eth, stay-eth do not
rhyme with growth, both, faith), nor has vowel deletion ever affected the pervasive
unstressed suffix —ing.?’

Outside inflections, there are some instances of ME schwa deleting in final
closed syllables. Yet according to Fulk (2012, 50), “Unstressed /o/ in final syllables
is never lost when the result would be a final consonant cluster in which the sonority
of the final consonant is greater than that of the preceding consonant.” In this same
passage, the author’s logic crucially uses the “high sonority of fricatives.” By this

they misanalysed them as OE “strong declension” nouns, so that —as plurals became (for only
Danelaw speakers) more frequent, while OE —en plurals remained more frequent in the South.
As a result, the North generalized —as and the South —en. The argument seems to depend on OE
speakers recognizing the (foreign) oblique case endings of the Norse weak declension, which is
a shaky sociolinguistic assumption on which to base a sound change.

26  Since voicing in sibilants was non-distinctive in OE, occurring phonetically only in
intervocalic contexts, the s in the OE suffix —as was always unvoiced.

27  If regular sound changes derived the ME plural from a late OE —es, by deleting schwa
before a sibilant and voicing s, then one should also find s/yness = phonetic shines, oneness =»

phonetic ones, baroness =» phonetic barons, and illness rhyming with kilns.
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reasoning then, the vowel in the OE plural —as/—es should never be lost after a stop,
yet (except after sibilants) it always is. This general fact renders this deletion of e
discussed by Fulk irrelevant to the history of the plural, even if extended to (a few)
isolated instances of inflected forms. In fact, Fulk (2012, 59—60) also claims via metric
analysis of poetic texts that some ME medial e are indeed purely orthographic. For
instance he scans sinnes “sins” from the poet Richard Rolle (c. 1325) as monosyllabic;
the plural consists of only a consonant.?

In sum, an important advantage of this essay’s history of English plurals is that it
dispenses with the need for the ad hoc rule (18iii).*

3.4.4 Progressive Voicing in Plurals
The traditional scenario requires finally a spontaneous and ad hoc voicing of an OE
word-final 5. Though authors often fail to mention this, Honeybone (2012) realizes the
isolated nature of this voicing, moreover occurring in very few contexts: “English is odd
in this regard. It seems to feature a case of final obstruent voicing, which is essentially
unheard of in the history of languages™” (2012, Section 3.4). This final voicing cannot
therefore be related to any “progressive voicing tendency” in any stage of English,
since it would contravene the general Ban (11) argued for in detail in Section 2.

Lass (2006, 59-61) suggests that distinctive voicing of ME z in both initial
position and in sibilant plurals was present from the beginning of ME, a view with
which I concur:

Be that as it may, by around 1250, /v/ and /z/ were separate phonemes in
foot-initial position . . . The development of a final voice contrast is tied to
the loss of final /o/ [reference omitted], which probably began in the north
and north midlands in the twelfth century [before 1200; my emphasis, JE],
and then spread southwards . . . 3

28  As southern speakers adopted AN/ ME, initially as a second language (nonetheless close
to their native West Saxon), they could have felt that its plural —z corresponded to the Saxon
—as/—es, not realizing that the AN plural was mono-segmental. In this way, some southern ME
speakers might have used it in e.g. poetry as they would a final weak syllable plural in West
Saxon, which they doubtless still also spoke. This study’s hypothesis (14) thus predicts that any
evidence for deriving ME —s from “Vowel + s should be from southern ME dialects.

29  The much earlier NG loss of short vowels in final syllables (7th and 8th c.) was a regular and
productive sound change, namely the short vowel apocope that is almost this family’s defining
characteristic (Haugen 1982, 28-29). But the text here concerns ME after 1200.

30  For a scholar working in the traditional framework, to situate a ME “innovation” prior to
1200 is equivalent to making it part of what I claim is the changeover from OE to AN.
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However, this dating of initial and final voiced segments in ME still leaves open
the issue of a motivated source for this new peripheral ME phoneme z. In this regard
Lass makes two further points: (i) He favors an account in which phonemic distinctness
in both final and initial positions reinforce each other (his account is in terms of weak
and strong syllables).*! (ii) He finds a source for distinctive voicing of initial v and z only
in some non-productive borrowings of southern dialect forms (e.g. vixen vs. fox, etc.).
The first point seems broadly correct, but the second is very weak. I suggest instead that
only the long standing voicing in CS noun plurals provided a robust springboard for
a extending a contrastive ME z to both initial and final positions.

Note that this view is consistent with the sequencing in the above quote from Lass
(2006): the voiced plural (1200) precedes the establishment of an initial s—z contrast.
The only motivated source for the ME voiced plural is thus in CS; the voicing cannot
be convincingly squeezed out of OE or its dialects.

The overall points of Section 3 can be summarized: Deriving the voiced ME
plural —z from one OE plural inflection (among many) requires that it comes from
e + voiceless —s, via two unmotivated, ad hoc rules: vowel deletion in (very few) final
closed syllables and progressive voicing assimilation. Moreover, this productive
plural —z has to spontaneously replace a late OE tendency by which the southern (West
Saxon) plural —n was spreading, as indeed expected in the West Germanic languages.
In the end there is no actual evidence for postulating the sound change (16) or the
developmental sequence (18) proposed by traditional historians of English. This sound
change, no matter how many steps it is decomposed into, amounts to nothing more
than just what they have to (and do) say to maintain a priori that main properties of ME
grammar, including its noun plurals, must originate in OE.

One remaining question concerns the earliest typical ME spelling —es of the plural,
claimed here to be a phonetic —z in most contexts. Does the spelling suggest a different
phonetics? Of course, the exact same question applies to 500 years of the same Modern
English spelling, and here the answer is, scribes/ printers are not linguists; spelling is
by far more influenced by the ambient scribal/ printing tradition, which almost without
fail overrides phonetic accuracy.

What was different for early ME is that it was essentially being newly written, so
its first scribes like the monk Orm could draw on only Latin and OE writing traditions.
In Latin, most plural case forms end in Vowel + s, as does the only sibilant plural in
OE. Hence, we cannot take the ME combination of a Vowel + s in plurals as phonetic
evidence, unless it is corroborated by evidence such as metric scanning of poetry, as
cited here in Section 3.4.3.

31 We should avoid any “intuition” that distinctive consonantal phonemes always enter
a language in word-initial position. The English voiced palatal continuant phoneme z/ is

a counter-example (cf. the medial contrasts in lesion, reason, lotion and occasion, station).
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4. Overall History of the North Germanic Plural

4.1 Proto-Scandinavian and Common Scandinavian Plurals

In the first millennium, NG inscriptions are found in an alphabet of phonological
“runes”. Spurkland (2005) is a detailed scholarly treatment of this writing system and
its stages.

The considerations listed earlier in (13) motivate the consensus in NG studies
that the PS noun plural was a voiced phonemic z, written as the 3-pronged pitchfork
rune represented here as 7.3 For these reasons, Haugen (1982, chap. 4-5) is justified in
systematically transcribing PS Z in his tables as a voiced sibilant z.

The period in which ON and its descendants were written with the Latin alphabet,
starts about 1150. ON still had several different inflectional classes of nouns, with
four often distinct cases in both the singular and plural; they are given with examples
and sources in Faarlund (2004, 24-33).%* Inspection of these paradigms shows that
non-neuter nominative plurals no longer terminate in —z but in —r, this change is
typically called rhoticization; the accusative plural counterparts are either identical
to the nominative or simply lack the » That is, except for one class of neuter nouns,
ON had no other overt allomorphs in nominative and accusative that compete with
—r as a noun plural .**

The transition to Modern Norse then consisted simply in generalizing the ON
nominal plural ‘(vowel) + 7. Since the distinctive features of  are [ Alveolar, +Continuant,
+Voice, +Sonorant], the “phonemic distance” of the modern inflection from the PS and
lexical ME plural z is minimal; they differ in only one distinctive feature.

During the period of Common Scandinavian, the rune z used for the nominal
plural and 2nd singular agreement remained entirely distinct from the runes for either
r or s. This indicates that despite (probably undecidable) debates about its exact
phonetic quality, the CS inflectional z must have remained a phoneme separate from
the phoneme r, which it eventually would join. According to Haugen (1982, 57-62),
this separate rune and the phonemic voiced sibilant it represented persisted in certain
regions into the 12th c.

To construct a timeline, we can date the end of significant Scandinavian immigration
to England in 1066, at the Danish defeat at Stamford Bridge and the imminent arrival
of William the Conqueror. Consequently, during most of, and perhaps all of, the period
of Scandinavian settlement in England, their noun plural was more akin phonemically

32 Like some other runes, those for s, m, and 4, later runic script modified its form; in the case
of z, the “pitchfork” was inverted but quite recognizable.

33 Faarlund’s descriptive grammar of ON predates by several years serious consideration that
English might be North Germanic, so his study is definitely not skewed in that direction.

34 Modern writers who use the small Latin capital r for this rune, written here with z, are

graphically anticipating their knowledge of its linguistic future: that z will later merge with r.
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to its origin as a fricative than to its future as a sonorant. For these reasons, I conclude
that the z that became an inflectional — in ON was not yet actually part of that phoneme
well into the Common Scandinavian period (c. 800—-1100).

This then provides the source of the voicing of the ON plural and an even
more transparent one for voicing in the plural of its Anglicized Norse (=ME) sibilant
counterpart. At least for some time after 800, Norse in England had a phoneme written
here as z, in contrast to », and this was the spelling of the plural on nouns.** It represented
exactly the distinctive features of what we recognize as a phonemic z in ME, spelled as
a word-final sound with s (as are modern is, was, as, these, because, phrase, rise, rose,
vase, etc.); those features were and are: Alveolar, +Continuant, +Voice, —Sonorant.
Today’s productive English plural is therefore an unchanged continuation from Proto-
Scandinavian.

4.2 Common Scandinavian Splits into Anglicized Norse (ME) and Old Norse
I thus propose that the main diachronic structural event affecting Proto-Scandinavian
and Common Scandinavian z occurred not in England or the history of English but
in Scandinavia. CS (written only in runes) underwent a phonemic change apparently
starting around 900 and completed in the 11th c.

(19) Old Norse Rhotic Merger
The phoneme z loses the feature value distinguishing it from the phoneme 7.

On the face of it, this process merged z and r in one abrupt step. But there is an additional
factor. In its history z appears to have somehow “rhotacized” (become a sonorant)
before the merger (19) in early ON made it an r like any other.

According to Thony (2016), a first stage of rhoticization occurred early in Proto-
Scandinavian. The insertion of a rhotic feature (for which I am using +Sonorant)
exempted z from later devoicing of final obstruents such as z. If his scenario is correct,
the Common Scandinavian phoneme z was already +Sonorant (rhotic), at least in
the NG branch that became ON. This suggests that something like (20) produced an
allophone of z, whose features still differed from the feature content of “true »”. For
convenience, I label it —7-.

(20) CS Allophonic Rhoticization of z.
[Alveolar, +Continuant, +Voice] = +Sonorant

35 Essentially all historians of English agree that Norse continued to be spoken in England into
the 12th c. For discussion, see Emonds and Faarlund 2014, Sections 1.3 and 2.1. Since ON runic
inscriptions also continued to appear in England into the 11th c., so distinctions in that alphabet
almost certainly reflect those in spoken AN.
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To me the most parsimonious, least convoluted account is that the PS “true 7,
like the two very distinct 7 of today’s French and English, was not alveolar. That
is, (20) was an allophonic rule that began in the PS period, but did not bring about
merger with the phonemic » (which had a separate rune). In order for ON z and r
phonemically to merge as in (19), they first had to lose distinctive specifications for
the feature Alveolar.*

Turning now to the destiny of PS z in England, one need only say that Allophonic
Rhoticization (20) (z =» 7) was not (permanently) implemented in AN/ME; instead,
the earlier z was uniformly retained. It might be asked, if this process began on
the Mainland by some (bit not all) accounts as early as the 7th century, why would
Scandinavian speakers in England not adopt it, and then transmit it to ME? The fact
is, sociolinguistics frequently describes phonetic innovations in a language’s homeland
or central area that do not develop in its colonies or overseas extensions. Thus, French
in Canada is often more conservative than in France; several innovative changes in
English phonology have not occurred in e.g. Ireland, Scotland and the United States
(one thinks of the loss of post-vocalic ). Along the same lines, post-vocalic s is retained
more in Spanish-speaking countries farthest from Spain (Mexico).

Such divergence (using or not using an allophonic variant) may sometimes be
random, but as Labov (1963) persuasively argues, it can also reflect social distinctions
between populations whose cultural allegiances are split, in the case at hand between
an “old world” (Scandinavia) and a “new world” (the Danelaw), even when they
speak the same language, Common Scandinavian (800-1050). Let us keep in mind
that the Scandinavian colonists in the Danelaw were prospering (by the standards of
the time)—in fact, it must have been the improved opportunities that attracted settlers
to England in the first place. According to Wood’s (1986) account of their economic
and legal status, such as the ability to own and bequeath land, they came on average
to surpass the Anglo-Saxon peasantry.

Probably because of such success, Anglicized Norse was slowly replacing Anglo-
Saxon dialects, from North to South in the Danelaw, as the island’s predominant
Germanic tongue. This tendency must have been reinforced and accelerated by the
Danish conquest of all of England in 1013—1016. The subsequent rule of England by
Norsemen, continuous into the late Middle Ag (except for 10 months in 1066), sealed
the fate of OE (West Saxon). But at the same time, the settled English Scandinavians,
far from remaining poor immigrants who identified with their ancestral country, were
better off than more recently arriving immigrants. It is thus sociolinguistically natural
to propose that in the 10th and 11th ¢. Danelaw the older, conservative Norse of
established settlers, which retained —z as a plural morpheme, was more prestigious than

36  Languages can have two r sounds that differ by the feature Alveolar. Current Czech

orthographic 7 is an alveolar trill, while Czech orthographic 7 is palatal, not alveolar.
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that of immigrants and successive generations of Viking raiders, whose speech could be
identified by Mainland innovations such as the 7 of (20).

This situation in 9th and 10th c. England calls to mind that on another island
a millennium later, the dialectal differences on the island of Martha’s Vineyard off the
New England coast, as analysed in Labov’s (1963) classic sociolinguistic study. He
uncovered social correlates of the unconscious differences in allophones of their English
dialects. (In the following quote, “the model” refers to the speech of the oldest English
stock fishing families on the island; “centralization” to their non-standard conservative
allophones of certain diphthongs.)

If someone intends to stay on the island, this model will be ever present to
his mind. If he intends to leave, he will adopt a mainland reference group,
and the influence of the old-timers will be considerably less. The differential
effect in the degree of centralization used is a direct result of this opposition
ofvalues ... In summary, we can then say that the meaning of centralization,
judging from the context in which it occurs, is a positive orientation towards
Martha's Vineyard. (Labov 1963, 305-306)

Replacing “(the degree of) centralization” with “a non-sonorant sibilant plural”, i.e.
non-application of (20), I propose that for the Scandinavian settlers, the meaning of
a non-sonorant z plural signified a positive orientation towards living in England.®

Especially in the 10th c., when Allophonic Rhoticization (20) was spreading on
the mainland, English Scandinavians strongly identified with being permanently settled
in England, and very likely as a population, they rejected or never seriously considered
severing links with their established island home. In fact, English Scandinavians are
known to have often sided with the Anglo Saxons in the 10th and again in the late 11th c.
in efforts to ward off ever renewed Norse incursions.*® They thus had social reasons for
not identifying with their newly arrived aggressive “cousins”. Instead, while retaining
and spreading their mother tongue AN/ ME inside England, they freely adopted West
Saxon vocabulary. In the same vein, they unconsciously resisted Mainland linguistic
innovations such as Allophonic Rhoticization in the noun plurals.*

37 Labov’s “centralization” refers to a conservative rejection of final stage diphthongs ai and
au in the English vowel shift.

38 The Norman Conquest itself was simply the last and most devastating of these. The rulers
of Normandy were a war-prone clan of Scandinavian descent who felt that Anglo-Saxons were
wrongly taking control of England after the Danish King Canute and his stepson Edward the
Confessor were left without heirs (both ruled all of England from 1016 to 1066).

39 A fortiori, AN never adopted some even later Scandinavian innovations, such as a definite

enclitic —en, which appeared in Mainland runes around 1100 (Haugen 1982, 173—-174).
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As a lasting result, English has steadfastly adhered to older Proto-Scandinavian
hallmarks such as the voiced sibilant plural —z. The torturous derivation of the ME
noun plural —z from the very different and non-productive West Saxon —as must be
rejected.*

Appendix: Labov’s Scenario for Prestigious Archaism

Labov (1963) lays out five steps, cited in (21), that lead to an archaic prestige dialect
becoming predominant in a region. They fit not only the situation on Martha’s Vineyard
c. 1970 (the left column follows his exposition), but also I submit in the Danelaw
1000—1100 years earlier. These steps in the right column led to the dominance of the
prestige plural —z of Anglicized Norse, the North Germanic dialect that rejected the
Mainland use of the rhotic plural:

(21) Labov’s five sociolinguistic steps (1-5 in italics cited from Labov 1963, 307):
1. On Martha’s Vineyard, c. 1970 2. In the 9th—10th century Danelaw

1. A language feature used by a group A is marked by contrast with another
standard dialect.

Island fishing families (group A) use older | Early = Scandinavian  immigrants
“central” diphthongs. Standard Mainland | (group A) arrive in England with
English has the completed vowel shift | —z plurals, Mainlanders start replacing
diphthongs au and ai. it with —-

2. Group A is adopted as a reference group by group B, and the feature is adopted
and exaggerated as a sign of social identity in response to pressure from outside
forces.

Islanders who identify with a life and future on the island (group B) adopt the older
pattern of Group A, in response to the possibility of a life on the Mainland model.
This holds for both Martha’s Vineyard and the Danelaw.

3. Hypercorrection under increased pressure, in combination with the force of
structural symmetry, leads to a generalization of the feature in other linguistic
units of group B.

40  According to this essay, the AN/ME noun plural is closer to Proto-Germanic than ON.
A hypothetical parallel can be drawn in the history of Romance. Standard French is solidly
established as a daughter of some version (perhaps spoken) of Latin, though it lacks the Latin
feature of unstressed final syllables. Suppose Provencal were only recently proposed as related
to French. Then, discovery of Provencal’s unstressed final syllables would place it between Latin
and French, and be hailed as confirming the Comparative Method. This essay’s analysis of the

English sibilant plural likewise places this aspect of ME between Proto-Germanic and ON.
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Minority island communities also adopt the | All Scandinavians in England adopt
older diphthongs, as the fishermen become | the older plural z; settled successful
the model for Group B’s “independent life | farmers become the model for group
on the Island.” B’s “life in England”.

4. A new norm is established as the process of generalization levels off.

“Down-island” speech keeps the Mainland | All of Mainland Scandinavian adopts
dialect, which goes beyond centralization. | — plurals.

5. The new norm is adopted by neighbouring and succeeding groups for whom
group B serves as a reference group.

“Up-island” speech becomes the prestige | Anglicized Norse with —z plurals
dialect on the island, with centralization. becomes standard in ME.

Whether the plural of Anglicized Norse was phonetically simply —z or an allophonic
rhotic —z, we cannot know with certainty. If the latter, the rhotic quality was lost in
England by the time ME was written, e.g. late 12th c. But we know that this voiced
sibilant plural spread southward exactly in the way and at the time of several dozen
other “Norsifications” of early ME (Thomason and Kaufman 1988), just as ME became
a written language. In contrast to the blanket devoicing of West Germanic final non-
sonorants, the North Germanic languages of ME and Modern English have ever since
used the Proto-Scandinavian voiced final sibilants for their noun plurals.

In sum, returning to the general question of whether Modern English inflection is
North Germanic, not only some but basically all productive Modern English inflections
(-s, —d, —ing, —er, —est) have ancestral lineages traceable to Proto-Scandinavian.
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Abstract: In Xining Chinese, especially as used by older people, free nouns are always
reduplicated, as a purely formal condition without any semantic effects. We argue that
the reduplication takes place when an acategorial root is merged with a null nominal
categorizer which copies the phonological matrix of the root. There is a condition on
word formation, maybe universal but certainly applying to Chinese, that a content word
must consist of at least two constituents. A root merged with a categorizer satisfies
this condition. In Xining Chinese the condition on nouns is that they have to consist
of minimally two pronounced constituents. When the condition is not independently
satisfied, as in a compound or affixed noun, reduplication is how the condition is
met. In conjunction with a minimalist theory of word formation, this will be shown
to predict the distribution of reduplication in various contexts. For instance, the head
of a compound can be reduplicated, but not the modifier, some affixes but not others
permit reduplication of the base, non-compositional compounds do not allow any redu-
plication, and so called “bound roots” (really, bound words) are not reduplicated. The
phenomenon provides very strong evidence that simple content words are made up
of an acategorial root and a categorizer which is often null, but can be overt in some
languages, including Xining Chinese.

Keywords: root; bound word; compound; merge; reduplication
1. Introduction
A morphological peculiarity of the variety of Chinese traditionally spoken in and

around Xining in the North West of China is that common nouns are always redupli-
cated, as exemplified in (1).
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(1) (a) Nao sa da zi fo fo ha yo -go
I PRT big DE spoon spoon OBL need -AFF
“I need a big spoon.”

(b) Jia sa  mo mo ha mei ha  zhei
She PRT steamed bun steamed bun OBL buy PRT PRT
“She has bought steamed buns.”

(c) Zhi go hai hai hudu guei na
this CL shoe shoe very expensive PRT
“This pair of shoes are very expensive.”

The reduplication has no semantic effect whatsoever, but is a purely formal require-
ment. In particular in the variety of Xining Chinese spoken by the older generation,
which we will refer to as Traditional Xining Chinese, the reduplication is compulsory.
Similar reduplication is common also in other dialects spoken in North West China.
Our data are exclusively from Traditional Xining Chinese, though, abbreviated TXC
(in Wang 2018 the dialect is called Old Xining Chinese, OXC).!

The analysis we propose here is that the reduplication of nouns in TXC is the
result of copying of the phonological features of the root by a nominal categorizer. It is
based on the premise that lexical categories are made up of a root devoid of a syntactic
category feature, merged with a categorizer, that is a functional head encoding syntactic
category. The categorizer is often a null morpheme. That is the case with lexical catego-
ries generally in for example Mandarin, except in some cases where the category is
provided by an overt affix. It is also the case in TXC with categories other than the
noun. But for nouns in TXC, the nominal categorizer is always overt. If it is not realized
as an affix, it is realized by copying the phonological features of its sister root.

This hypothesis makes a number of predictions about contexts where reduplication
will be found, predictions that are all met. This means that we can always tell a root
from anoun in Xining Chinese: aroot not accompanied by a nominal categorizer
will not be reduplicated, while a root merged with a nominal categorizer will be. In
this way the reduplication serves as a probe into the structure of words,? particularly

1 One of the authors is a native speaker of TXC. The data are checked with other speakers
of TXC, including speakers that are older than 70. For other work on Xining Chinese, see Dede
(2006), Ren (2006), Bell (2017). For other work on reduplication in Xining Chinese, see Ren
(2006) and Wang (2009).

2 The point that reduplication can serve as a probe into the structure of words and phrases is
also made by Travis (2001). It could be noted that the reduplication that we describe does not fall
into any of the classes of reduplication that Travis identifies.
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nouns, in TXC. This will be shown to shed new light on controversial categories in
Chinese morphology, including various kinds of compounds and the category called
bound roots in the literature (Packard 2000). On a more general level, reduplication in
TXC provides strong evidence for the hypothesis that content words are made up of an
acategory root merged with a designated categorizer. This hypothesis is widely but not
universally assumed within generative morphosyntax (see Borer 2014 for a rebuttal),
and is even more controversial in more traditional morphological theory.

An important premise is that the reduplication, although it obviously has a phono-
logical effect, is not a phonological operation in the sense of being motivated by phono-
logical conditions and relying on phonological primitives, but is a morphological/
morphosyntactic operation. It is not, for example, motivated by conditions on the size
of minimal words in TXC (McCarthy and Prince 1990; Hall 1999). For one thing, it
concerns specifically nouns, a morphosyntactic, not phonological, category. Verbs and
adjectives are not usually reduplicated in TXC, and if they are, it has a semantic effect,
denoting repetition or intensification, among other effects. We will demonstrate that the
properties and distribution of the reduplication can be predicted under a morphosyn-
tactic approach, but not under a phonological approach.

2.  Roots and Categorizers: The Structure of Nouns

2.1 Merge, Labelling, and the Structure and Linear Form of Words

We assume that words are composed by the same rule as phrases, that is Merge in the
sense of Chomsky (1995, 243) and subsequent work within the Minimalist program:

(2) Merge o and B to form aset {a, B} with a label y, where y is = either a or B,
depending on which one is the head.

Following standard practice we represent the set as a tree. The two trees formed by o
and 3 are (3a, b):

3 (@ a b B
/\
o B o B

That o and B make up a set, rather than a pair, means that they are not linearly ordered
by Merge. Linearization is determined by a phonological rule taking a labelled set as
input, so labelling of the set formed by Merge is crucial not only for its interpretation
but also its linear order. The rule that is followed in TXC is the same as in English and
Mandarin, a version of the Righthand Head Rule of Williams (1981):

(4) Aset {a, B} where a is the head projecting a word is linearized as >a.
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Following much work in generative morphosyntax, we assume that common nouns are
made up of a root merged with a nominalizer (Josefsson 1997, 1998; Marantz 1997;
Harley and Noyer 1999; Embick and Noyer 2007, 2008; Harley 2011; de Belder 2011;
Hu and Perry 2017). For a set made up of a root and a nominalizer, the nominalizer
will invariably be the head, because the root, by hypothesis, has no categorial or other
syntactic features, and thus cannot label the set. It follows that nominalizing affixes in
TXC, Mandarin, and English are suffixes.

In derived words, such as, in English, likeable, greatness, obesity, etc., the suffix
-able, -ness, -ity is the head, determining the category of the word. The linear order
follows from (4). Their status as heads follows directly if the other member of the set
is a root.

What about compounds? In a compound such as wallpaper, paper is the head,
determining the interpretation of the compound as denoting a kind of paper, while (4)
determines the linear order wall > paper. We propose that there are essentially two
ways that a set {a, B} making up a compound can be labelled: One of the members,
say o, is a word, hence has syntactic category, and B is either a root, in which case
it cannot be head, or is a word marked as non-head. Overt marking of a non-head is
seen in English compounds such as men s room and bird's nest. We assume, following
Mukai (2008, 2017), that the marking can be, and often is, covert, cross-linguistically.
Overt indication that the non-head member of a compound is a root is seen in Swedish
compounds such as in (5):

(5) skol- flicka, skol- wviska, flick- skola, vask- ryckare,
school girl school bag girl  school bag  snatcher
(Swedish)

The nouns skola “school”, flicka “girl”, véiska “bag”, all belonging to the so called 1st
declination, are made up of a root (skol-, flick-, visk-) and an overt nominalizer -a (also
encoding singular number) (Kiefer 1970; Holmberg 1992; Josefsson 1997, 1998).
The non-head of the compounds is the root, while the head is a word itself made up
of a root and a nominalizer (skola, flicka, viska). (4) determines the linear order as
root > word.

As predicted, the root form of these nouns also shows up in derived words, such as
skol-ning “schooling” and flick-aktig “girlish”, here merged with a derivational suffix
functioning as head, determining the syntactic category of the resulting word.

Concluding, the structure of a simple common noun in English is (6a), the struc-
ture of a Mandarin common noun in (6b), and the structure of a Swedish common noun
of the 1st declination is (6c).
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(6) a. N b. N c. /N\
R n R n R n
| | | | | |

school @ shao (%] skol a

2.2 The Structure of Common Nouns in Traditional Xining Chinese

Free common nouns in TXC are always reduplicated; see (1). As in other languages,
a common noun in TXC is made up of a root and a nominalizer. The nominalizer is
initially null. However, we propose that the null nominalizer in TXC has the char-
acteristic property of copying the phonological features of the sister root, deriving
a reduplicated noun. This is a morphological, post-syntactic rule with no effect on
LF/meaning and involving phonological features, but applying to a word-syntactic
representation. Before reduplication, the structure of the noun “spoon” is (7a), and
after, it is (7b).

(7) (a) N (b) /N\
n R n

| | | |
fo 0 fo fo

To be more precise, we propose that there is a condition on word structure which may
be universal, or else holds for a class of languages including the languages mentioned
so far: English, Swedish, Mandarin and TXC, which is (8); we will refer to it as the
two-constituent condition.

(8) A content word is made up of minimally two constituents.

A special case of a minimal word is content words consisting of a root and a categorizer.
As we shall see in Section 4, there are content words which do not consist of a root and
a categorizer, but satisfy the two-constituent condition in other ways.

TXC has a special version of the two-constituent condition applying to nouns.

(9) TXC: A noun is made up of at least two pronounced constituents.

This condition is what motivates the reduplication in nouns which do not satisfy the

two-constituent condition in other ways. A null nominalizer is ruled out as it would lead
to a violation of (9).
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The two-constituent condition applies to content words only. There is little reason
to think that function words (complementizers, tense and aspect particles, articles, clas-
sifiers, etc.) consist of two constituents. As we will demonstrate in Section 3.1, for
instance nominal suffixes do not undergo reduplication in TXC. Proper names also do
not consist of a root and a nominalizer, and are not generally reduplicated (although
they can be, especially as pet names).® The structure of pronouns is a controversial
issue (cf. Cardinaletti and Starke 2000; Déchaine and Wiltschko 2002), which we will
not discuss here, except to note that the fact that they cannot be reduplicated in TXC
follows if they are not made up by a root and a nominalizer.

3. Predictions

We have proposed that reduplicated nouns in TXC consist of a root and a null catego-
rizer, and that the reduplication is a procedure where the null categorizer copies the
phonological features of its single sister root. Based on this, a set of predictions are
made concerning reduplication in TXC affixed nouns and attributive compound nouns,
which will all be seen to be true.

3.1 Head Affixes
There are suffixes in TXC which are used to form nouns.

(10) (a) xiong -bong (b) rou -dan
countryside -person meat -person
“country bumpkin” “blockhead”

The suffixes -bong and -dan have the meaning “person who is associated with X”,
where X is the entity that is denoted by the item the suffix is merged with, similar to that
of the English suffix -er in teenager, foreigner or -y in fatty. Both suffixes have pejo-
rative connotation. (10a) denotes a kind of person, so categorial and semantic features
of the suffix -hong project to the word xiong-bong which dominates the suffix -bong.
Hence the suffix is the head in (10a). Same in (10b), which denotes a kind of person,
not a kind of meat, so the semantic and presumably the categorial features of the suffix
-dan project to the resultant word rou-dan. So the suffix -dan is the head in (10b).
This means that the object-denoting items xiong “countryside” and rou “meat”
that the suffixes in (10a) and (10b) are merged with are the non-head elements. Their
status as non-heads is ensured if they are roots, not words, comparable to the roots in
the Swedish derived nouns. As roots they have no categorial feature to project, and are
hence by necessity non-heads. The structure of, for example, (10b) would be (11).

3 There is some evidence that proper names in Chinese conform to the two-constituent

condition. This is clearly not the case in all languages. We leave this issue for future research.
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N
R n

| |
rou -dan

Ifxiong “countryside” and rou “meat” in (10a, b) were nouns, the head of the construct
would not be determinable, and they would be predicted to be ill-formed.

In the last section we proposed that the reduplication in TXC nouns is a process
where the null nominalizer copies the phonological matrix of its single sister root.
In other words, the presence of the null nominalizer is crucial for the reduplication
to take place in TXC nouns. Given the analysis in (11), it is predicted that the root
xiong cannot be reduplicated, when combined with the suffix -bong, as there is no
sister null nominalizer that could copy its features. The same will be true of the
root rou in the word rou-dan. This prediction is true, as shown by the following
examples:

(12) (a) *xiong xiong -bong (b) *rou rou -dan
countryside countryside -person meat meat -person

As independent nouns, xiong “countryside” and rou “meat” can be, and have to
be reduplicated. In this case they are merged with the null nominalizer, which will
copy their phonological features in order to comply with the TXC version (9) of the
two-constituent condition.

(13) (a) xiong xiong (b) rou rou
countryside n meat n
“countryside” “meat”

The suffixes -bong and -dan themselves cannot be reduplicated, either.
(14) *xiong-bong-bong, *rou-dan-dan

This follows if they are pure functional heads, not made up of a root and a categorizer.
They are the spell-out of a small bundle of features, by hypothesis just the semantic
feature “person” and a nominal feature.

This analysis of -bong and -dan is not obviously right. Josefsson (1997, 1998)
argued that certain derivational affixes in Swedish are, in fact, roots. More recently
the analysis of derivational affixes has been debated again; see de Belder (2010),
Lowenstamm (2015), Creemers, Don, and Felser (2018). Lowenstamm (2015), for
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example, argues that the English derived noun /ibrarian has basically the structure (15)
using our notation.

(15) NP
/\n
|
R R ©
| |
library -ian

Under this view the interpretation of the word would not be compositionally
derived — it could not be, as the [R,R] combination has no head—but would be acquired
directly from the Encyclopedia. This would always be the case where two roots are
merged to form a word (see also Zhang 2007; Bauke 2014, chap. 2; Hu and Perry 2017).

In Section 5 we will argue that there are words in Mandarin and TXC that have
this structure, including various kinds of non-compositional compounds. However, we
do not adopt this analysis for words formed by the suffixes -bong and -dan. Classifying
them as roots would require assuming that there is a special subcategory of roots which
have a selection feature, selecting to merge with a root, and a linearization feature: they
are always spelled out following their sister. We maintain that roots have no features
other than semantic ones. But the derivational suffixes -bong and -dan have syntactic
features: they are nominal and select a root. Being heads, they follow their sister: they
are suffixes.

3.2 Non-Head Affixes
There are some suffixes in TXC which do not have effect on the category or the meaning
of the resultant word:

(16) (a) mo -e (b) za -zi
cat -E powder -ZI
“cat” “powder”

The suffix appears to have no effect on either the semantics or the category of the word:
mo-e is a noun which means “cat” and za-zi a noun which means “powder”. Alterna-
tive forms are the reduplicated forms mo mo “cat” and za za “powder”. This suggests
that the suffixes are devoid of any syntactic features, including categorial features;
they would have a phonological matrix and nothing else. If so, the other constituent in
(16a, b), mo and za, must be a noun, providing a head for the word. It cannot be a bare
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root, or the word would have no category. By hypothesis, this means that it is made
up of a root and a null nominalizer. The structure of for example (16a) would be (17):

(17) N
N/\_e

/\

I

mo (%]

A prediction can be made based on this analysis of mo “cat” and za “powder” in
(16a, b) and the procedure of reduplication in TXC nouns, which is that in the resultant
affixed word, the item that the non-head suffix is merged with, can be reduplicated.
This prediction is borne out:

(18) (a) mo mo -e (b) za za -zi
cat cat -E powder powder -ZI
“Cat” $£pOWder9’

Comparing (18) and (16), it can be seen that the reduplication is optional. This, we
contend, is because condition (9) is satisfied already without reduplication, by the
suffix. This means that the reduplication is not strictly a last resort operation. Where
the conditions for the operation are met, that is where there is a root and sister null
nominalizer, the reduplication may apply. If condition (9) is not otherwise met, the
reduplication must apply.

We also have prefixes in TXC, which do not contribute to the category or the
semantics of the resultant affixed word:

(19) (a) a- yi (b) ga- chei
A- grandfather GA- bike
“grandfather” “bike”

The prefix a- only has phonological features. With or without the prefix, (19a) denotes
grandfather, which can be understood if the semantic and categorial features of the
item yi project to the resultant word a-yi. Hence the item yi “grandfather” is the head
and the prefix a- is the non-head. Similarly in (19b), the prefix ga- is the non-head and
chei “bike” is the head, as features of chei “bike” project to the resultant word ga-chei
“bike”, while the prefix contributes nothing towards its interpretation. So yi “grand-
father” and chei “bike” must be categories which are able to project. That is to say, they
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cannot be roots but must be nouns. That means they are made up of a root and a null
nominalizer. This predicts that they can be reduplicated. This prediction turns out to be
accurate, as (19a, b) can have the following reduplicated forms:

(20) (a) a- yi yi (b) ga- chei chei
A- grandfather n GA- bike n
“grandfather” “bike”

The structure of, for example (19b) would be as follows:

(21) N
ga- N
R n
| |
chei (4]

The null nominalizer may copy the phonological matrix of the root, optionally in this
case, as condition (9) is satisfied anyway, by the prefix. In addition to derivational
affixes, there is also an inflectional affix in TXC nouns:

(22) dueng -men
hole -PLURAL
“holes”

The pluralizing suffix -men is a syntactic category which will only merge with another
syntactic category, that is with a noun (or possibly more correctly, NP); Li (1999), Ueda
and Haraguchi (2008). A root cannot merge with an inflectional suffix. If the sister
of the plural suffix is a noun, it will consist of a root and a null nominalizer, which
predicts that it may undergo reduplication. This prediction is right as the following
example shows:

(23) dueng dueng -men

hole n -PLURAL
“holes”
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The structure of (22) is (24):

(24) N
<N

| |

dueng 0]

3.3 Attributive Compound Nouns in TXC

Above, based on how reduplication operates in TXC and the analysis of components
of affixed nouns, predictions which are made are confirmed. Furthermore, based on the
same principles, a prediction can be made concerning attributive compounds, which is
also accurate:

(25) (a) cei mo (b) mei hu
vegetable steamed bun ink  box
“vegetable steamed bun” “ink box”

Based on the interpretation, mo “steamed bun” in (25a) and Au “box” (25b) is the head
and cei “vegetable” in (25a) and mei “ink” in (25b) is the modifier. Thus mo “steamed
bun” in (25a) and Au “box” in (25b) will be nouns, not bare roots, and as such they are
made up of a root and a null nominalizer. Hence they are predicted to allow reduplica-
tion. This prediction is shown to bear out in the following reduplicated forms:

(26) (a) cei mo mo (b) mei hu hu
vegetable steamed bun n ink box n
“vegetable steamed bun” “ink box”

On the other hand, cei “vegetable” in (25a) and mei “ink” in (25b), which are the
non-heads, cannot be nouns that project, made up of a root and a null nominalizer.
Instead, following the theory in Section 2, they are bare roots. Since reduplication in
TXC nouns requires a null nominalizer, it is predicted, for the non-head in the attribu-
tive compound in TXC, that it cannot be reduplicated. This prediction is confirmed by
the following ungrammatical examples:
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(27) (a) *cei cei mo (b) *mei mei hu
vegetable n steamed bun ink n box

As (25a, b) are both grammatical, reduplication of the head in attributive compounds
is apparently optional. Again, this is predicted if the reduplication is dependent on
condition (9): In an attributive compound with two pronounced components this
condition is satisfied already without reduplication, hence reduplication is allowed
but not required.

We may conclude that the distribution of reduplication in TXC nouns is predicted
on the basis of the morphosyntactic properties of the components of the nouns, namely,
whether the component is a head or not. Whether a word component is a head or not is
not phonologically marked, in TXC. This implies that a phonological approach could
not explain the distribution of reduplication in TXC nouns discussed in this section. We
thus have another reason to reject the alternative idea that the reduplication of nouns in
TXC is phonologically motivated.

4. Bound Words

4.1 Bound Words in Mandarin

Chinese has a class of content words distinguished by the property that they have to be
morphologically bound. The following are some examples of such lexical items from
Mandarin, exemplifying nouns, adjectives, and verbs.

(28) nao dian ying gui yi shi
“brain”  “dictionary” “film” “rule” “chair” “stone”
piao cai mian xing yun hui
“pretty” “colourful” “shy” “walk” “carry” “return”

None of these lexical items can stand alone as a free word in a phrase or a sentence. For
reasons of space, we exemplify this with just one word, the noun yi “chair”.

(29) *yi ba yi (Mandarin)
a CL chair
Intended reading ““a chair”

(30) shows that yi can occur as part of a compound, while (31) shows that it can occur
as a free word if it is merged with an affix. This is true of all of the items in (28).

(30) yi ba chang vyi

a CL long chair
“a long chair”
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(31) yi ba i -zl
a CL chair -ZI
“a chair”

In the literature these items are called bound stems (Dai 1992, 40, 75-76) or bound
roots (Sproat and Shih 1997; Packard 2000; Pirani 2008; see Wang [2018] for a review
of the literature). In the present theory, we do not assume a level of stems, hence there
are no bound stems, and it does not make sense to classify them as bound roots, as roots
are, by hypothesis, devoid of categorial features, and are therefore necessarily bound.
Instead, following Wang (2018) we call them bound words. They are content words, but
unlike free content words, they are words with inherent word category. In other words,
they are not a combination of a root and a categorizer but lack internal structure. Bound
words are like functional heads in this regard.

There are similarities between the bound word and the root, in Mandarin and TXC.
First of all, the bound word and the root both have lexical content. Further, neither of
them can stand alone as a free content word in a phrase; both need to merge with another
item to form a free content word. However, the bound word is crucially different from
a root, in that a root can merge with an item which is not pronounced, i.e., a null cate-
gorizer, and together they can form a free content word. A bound word cannot do this.
Following Wang (2018) we claim that this is because it has inherent category, it is
a single morphological item with semantic features and a syntactic categorial feature,
and thus merging with a null categorizer is excluded on the grounds of economy.
However, following the proposed two-constituent condition (8) in Section 2.2, which
says that a free content word minimally contains two constituents, a bound word has to
merge with another constituent, to form a free word.

So bound words, unlike free content words, are not made up of a root merged with
a categorizer. This makes a prediction: Since reduplication in TXC nouns is derived by
copying the phonological matrix of a root onto a sister null nominalizer, bound words
in TXC cannot be reduplicated. The prediction is true, as we will now show.

The following is a list of bound words in TXC:

(32) yi ta ti can gei
“clothing”  “inner shirt” “drawer” “shovel” “armpit”
jieng nong zuen ji
“towel” “dirty” “beautiful” “solid”

(33a) illustrates the fact that can “shovel” cannot be used alone as head of a phrase in
TXC, but can be, if it is merged with another word or root in a compound, as in (33b),
or if it is merged with an affix, as in (33c¢).
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(33) (a) *qieng zi can
light DE  shovel
Intended reading: “light shovel”

(b) qieng zi mu can
light DE wood shovel

(c) qieng zi can -zi
light DE shovel -ZI

Like its counterpart in Mandarin, the bound word in TXC is, by hypothesis, a single
item with a categorial feature. In other words, the bound word is not composed of
a root and a null categorizer, and does not have internal structure. (34) demonstrates
that the reduplicated form of can (“shovel”) is ungrammatical as head of an NP.

(34) *qieng zi  can can
light DE shovel shovel
Intended reading: “light shovel”

In fact, reduplication of the bound word is ungrammatical in any context. (35) shows
that it is ungrammatical when the bound word is merged with a root, and thus functions
as head of a word; recall from Section 3 that reduplication of the head of a compound
noun is otherwise optional.

(35) *shou jieng jien,
jieng  jieng
hand towel n

(36) shows that reduplication is also ungrammatical when the bound word is merged
with an acategorial affix; recall that this is a context where reduplication is otherwise
optional in TXC.*

(36) *jieng jieng -e
towel towel -E

4 Please see Section 3.2 for the optional reduplication in affixed words in TXC. The fact that
two bound words can merge and form a compound with compositional semantics has interesting

theoretical consequences, not discussed here for reasons of space; see Wang (2018).
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5. Non-Compositional Compounds

The compounds discussed so far have had compositional structure and semantics: The
meaning of the compound has been predictable from the meaning of the constituents
and how they are merged. Not all compounds are like this. There are various kinds of
non-compositional compounds. Space does not allow a detailed exposition here, but we
will demonstrate that our analysis of reduplication in TXC makes the right prediction
for such compounds in TXC.

Various types of non-compositional compounds in Chinese have been discussed
by Zhang (2007) (for Mandarin), Hu and Perry (2017) (for Yixing Chinese), and Wang
(2018) (for Mandarin and TXC). They all present arguments that the non-compositional
compounds are derived by “root merger”, that is by merging two acategorial roots,
followed by merge of a null categorizer (see also Bauke 2014, chap. 2). The structure
of a non-compositional compound noun would thus be (37):

(37) N
n
/\
R R

Such compounds would not have a compositionally derived interpretation as the
unit of two merged roots has no head and no label (in the absence of any syntactic
features). For the same reason they cannot have a linear order derived by the regular
rule(s). Instead, their interpretation and linear order comes directly from the Lexicon
(or Encyclopedia), where the compounds are listed.

One example of a non-compositional compound is the type called parallel
compounds in some of the literature, including Chao (1968) and Wang (2018). They
consist of two items which are associated semantically, but the association can be quite
loose and is sometimes quite opaque; they are “parallel”:

(38) (a) nian wu (b) pi mo
eye pit leather fur
G‘eye?’ “fur”

Even though the meaning of the compound is (roughly) equivalent to the meaning of
one of the constituents, we do not want to say that that constituent is the head and the
other constituent is a modifier. There is no modification relation, or any other well-de-
fined relation between the constituents. Note also that they do not follow the general
rule for word-internal order (the “Right-hand Head Rule”), or indeed any other rule. In
(38a) the initial constituent has a meaning equivalent to the meaning of the compound,
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in (38b) it is the final constituent. Instead, they are best regarded as a subtype of
coordinative compounds. Following Wang (2018) we propose that they are derived by
root merger. The structure of, for example, (38a) is (39):

39 N
/\ !
R R
| |
nian wu
eye pit

Two roots are merged, forming an unlabelled, acategorial unit, which is merged with
a null nominalizer. The meaning is not derived compositionally, and the linear order is
not derived by rule, but instead meaning and spelled-out form are both drawn directly
from the Encyclopedia.

The prediction now is that the constituents in this type of compound cannot be
reduplicated. The compound has a null nominalizer, but as it is not the sister of either
of the roots, reduplication will not apply. The prediction is right.

(40) (a) *nian nian wu
(b) *nian wu wu

As free nouns, nian and wu have to be reduplicated, and when occurring as heads of
compositional compounds they can be reduplicated, but as constituents in a non-compo-
sitional compound they cannot, as our theory would predict.’ The generalization holds
true of non-compositional compounds in general in TXC: The constituents cannot be
reduplicated, as predicted if they are derived by root merger.

6. Conclusions

In Traditional Xining Chinese (TXC) free nouns are always reduplicated. We claim
that this is because (a) free content words consist of a root and a categorizer, (b) there
is a condition on content words that they must contain at least two constituents, which

5 The constituents of non-compositional compounds can be bound words. As a bound word
can label a phrase (in some contexts), this could be seen as possibly affecting the derivation. We
leave this complication for future work. Reduplication is ruled out in any case, as bound words

are never reduplicated.
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may be a root and a categorizer, (¢c) TXC has a version of this condition which says that
the two constituents, in the case of nouns, must be pronounced. If this condition is not
already satisfied, as in the case of a compound or a root merged with an overt affix, the
condition is satisfied by reduplication: the nominalizer copies the phonological matrix
of the sister root. We have shown that this hypothesis makes the right predictions for all
kinds of complex words in the language.
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Abstract: In some Friulian and Rhaeto-Romance varieties the inflection -s of the
plural competes or interacts with the vocalic plural -, and, in the feminine, with -a. In
the North-Lombard varieties spoken in Switzerland (Soazza in the Mesolcina Valley)
feminines select the plural inflection -7. This article addresses the asymmetric occur-
rence of sigmatic and nasal plural inflections in the DP and in the sentence, interacting
with the nominal class (gender) inflection -a. Furthermore, -7 inflection on clitics
presents a complementary distribution with the verbal inflection. We argue: (i) that the
asymmetries are restricted to the feminine -a because of the mass/plural properties of
Romance -a; (ii) that the asymmetries between nouns and determiners or clitics depend
on the referential properties of these elements, requiring a specialized inflection of plural;
(iii) that the asymmetric distribution is phase-based, distinguishing phasal heads from
their complement.

Keywords: nominal inflection; plural; morpho-syntactic asymmetries; agreement; phases

1. Background: Plural in Romance and Some Theoretical Points

Plural -i, -e in Italian and Romanian varieties (also -a in Italian) contrast with -s in
Western Romance. The vocalic plural inflection is not totally eradicated but interacts
with -s in Sardinian, Friulian, Rhaeto-Romance, Occitan and Franco-Provengal varieties
spoken in peripheral areas of Italy. Moreover, in some North-Lombard varieties spoken
in the Bregaglia Valley and in the Mesolcina Valley (Soazza) (Manzini and Savoia
2005, 2007), feminine selects the plural inflection -. From a diachronic point of view
the compresence of -i/-e and -s/-7 is the result of an old continuum, competition and
micro-variation between the two plural systems. The distribution of the vocalic plural
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inflections is syntactically governed, in the sense that -7 typically associates with D,
i.e., with determiners and with subject and object clitics, including the dative. Also the
nominal class (gender) inflection -a interacts with sygmatic and nasal plural inflections.
As a consequence, different asymmetries emerge between D and N that can be connected
to the referential properties of these categories. Two main theoretical points are involved:
the structure of the noun and the nature and distribution of number inflection inside NP.
A further point is the behaviour of -7, occurring in complementary distribution with the
verbal inflection. Schematizing, we find the following asymmetries:

e Dbetween determiners and modifiers/nouns
e Dbetween -s and vocalic plurals
e between masculine and feminine plural inflections

There has been considerable theoretical interest, in the last decade or so, in the analysis
of the noun inflectional morphology, for instance in familiar Indo-European languages
(Halle and Marantz 1993; Halle and Vaux 1998 for a DM treatment of Latin), including
our empirical focus here, i.c., Romance. The relevant categories we focus on encompass
the traditional notions of gender, number and inflectional class. In keeping with Manzini
and Savoia (2011, 2017a, b), Savoia, Manzini, Franco, and Baldi (2017), we assume
a model of the internal morphological organization of the noun based on the idea that
inflectional elements are bona fide lexical entries endowed with interpretive content.
This theoretical point separates our approach to morphosyntax from DM and from other
models in which exponents are inserted so as to correspond to clusters of features subject
to be manipulated by rules. Along these lines, we assume that the innermost component
of the noun is a root; following Marantz (1997), the root \ is category-less. Next to the
root, a vocalic morpheme encodes properties that, depending on the language, include
gender and/or number and/or declension class. A third slot may be available, specialized
for number (e.g., Spanish) or for case (e.g., Latin).

Our proposal is based on the idea that inflectional phenomena depend on the same
basic computational mechanisms underlying syntax (Chomsky 2005), but moving away
from traditional DM approaches. The category-less lexical root V in the internal structure
of the noun is interpreted as a predicate (Higginbotham 1985). This merges with inflecti-
onal elements (gender, number, etc.), as suggested in (1) for Italian and Romance varie-
ties, which are endowed with interpretive content restricting the properties associated to
the argument x open at the predicate (Manzini and Savoia 2017a, b; Savoia, Baldi, and
Mangzini 2018). Class corresponds to gender.! We assign the inflectional morpheme to an

1 In Romance languages, some Class contents are determined directly by the root, as in the
case of Italian donn-a “woman”, feminine, or marit-o “husband”, masculine. Some root, Class

combinations have a compositional reading, as gatt-o “he-cat”, gatt-a “she-cat”.
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Infl category, which merges with Class, including the root and its gender specification.
Infl is discussed immediately below.

(1 Infl
/\
Class Infl
\ Class
root [masc]/[fem]

The standard DM treatment of inflectional class (Oltra-Massuet and Arregi 2005; Kramer
2015) has a Th(ematic vowel) node adjoined to Class/n post-syntactically. The content
of Th are diacritics such as [I], [II], etc. for I, IT inflectional class, etc. spelled out for
instance as -q, -0, etc. in Spanish. We reject this treatment as it is based on a counter-
cyclic operation and on the redundant stipulation of both inflectional classes and their
corresponding vowels. Instead, we introduce an Infl node to host inflectional vowels
selected by the underlying bases. In Italian and Italian type varieties the plural is obtained
by a change of the inflection, i.e., by inserting -i/-e/-a inflections. In Spanish, Sardinian,
and Rhaeto-Romance the specialized -s inflection combines with the Class inflection
morpheme, -a- in (2) for Sardinian feminine nouns. The sigmatic plural belongs to an
additional node, which is notated [c] for reasons that we examine below.

(2) <]
Infl <]
/\ -5
Class Infl
g —a-
N Class
femin- [fem]

Following the proposal of Manzini and Savoia (2011, 2017a, b), plural morphology is
associated with the part-whole (or inclusion) property, i.e., [<]. In other words, the content
of the plural, [<], is that the argument of the root can be partitioned into subsets of indi-
viduals. In some Rhaeto-Romance varieties -s competes with the -/ inflection (Savoia,
Baldi, and Manzini 2018) or combines with it, as in the case of Friulian in Section 2.
We conclude that both -s and -7 are associated to this content, although some slight
semantic difference may be involved insofar as in Romance clitic systems -7 lexicalizes
also the dative. In any event, in -7 plurals the [<] content must be associated with the
Class node. As to agreement, we keep the assumption that Chomsky’s (2001) Agree also
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applies within DPs. However all phi-feature sets are treated as interpretable. What impels
Agree to apply is the necessity of creating equivalence classes of phi-feature bundles
denoting a single referent (Manzini and Savoia 2005, 2007, 2011).

2. Friulian Plural Systems

The data in (3), from Montereale (Central Friuli), show that -7 and -s can both combine
and exclude one another according to the different gender classes (Savoia, Baldi, and
Manzini 2018). In the feminine, -i occurs between the lexical base and -s in nouns,
while it appears alone in determiners, as in (3b). (3a) illustrates the -a singular.

(3) feminine
(a) -/ kist-a  (bjel-a) femin-a vet[-a
the-FSG/ this-FSG fine-FSG woman-rSG old-FsG
“the/this (fine) woman old”

(b) 1/ kest-i  femin-i-s (vet[-i-s)
the-pL/ this-PL woman-PL-PL old-PL-PL
“the/these women (old)”

In the masculine, we find the plural inflection -s, as in (4b, b’); -i characterizes a sub-set
of nouns/adjectives, in (4c). Determiners, in (4b, c) present (-)i as the plural morpheme.
The masculine singular is generally devoid of a specialized inflection, as in (4a), except
for a subset of forms which introduce -u, like vet/~u “old”, kist-u “this”, as in (4a’, a”).

(4) masculine
(a) lon/ al for/  al kurtfel
the man/ the oven/ the knife

(a’) kel/kist-u an
that/this-MSG man
“that/this man”

(@”) kel bjel on  vetf-u
that fine man old-M
“that fine man old”

(b) i/ ke-i  bje-i  op-s (vetf-u-s)

the.rL/ that-PL nice-PL man-PL old-M-PL
“the/those nice (old) men”

206



LEONARDO M. SAVOIA, BENEDETTA BALDI, AND M. RITA MANZINI

®)1 for-s

(c)

the.PL oven-PL
“the ovens”

i kurtfe-i
the.pL knife-pPL
“the knives”

Plural clitics have the inflection (-)i both in the object (OCl) and subject (SCI) forms.
In plural SCIs, (-)i occurs in the 3rd person plural i, as in (5a); adjectives and participles
agree in gender and number, as in (5a”). The masculine plural OCl is i-u, in (5b), and the
feminine plural OCl is /-i, in (5b”). -i- is associated to the dative clitic as well, in (5¢).
Singular subject and object clitics are illustrated in (5d) and (5d”) respectively.

(5) clitics

(@)

(@)

(b)

(b7

(c)

(d

I femin-i-s/ i on-s i duar
the-pL  woman-pL-pPL/ the.PL man-pL SCLPL sleep.3ps
“The women / the men sleep.”

i son vipu-s/ vipud-i-s
SCl.pL are come.(M)-PL/ come-PL-PL
“They have come.”

i-u ai vjer-s
OCLprL-m Lhave open.(M)-PL
“I have opened them (masculine).”

1-i ai vjert-i-s
OCl-pL lLhave open-PL-PL
“I have opened them (feminine).”

a i-e da kist-u
SCI1 to.him give.3psG this-MSG
“(S)he gives him this.”

a evipud-a/ al e vinu

SCLFsG is come-FSG / SCL.MSG come.MSG
“She has come / he has come.”
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(d) I-u ai vjert/ l-a ai vjert-a
OCIl-msG Lhave open.msG/ OCI-rsG ILhave open-FsG
“I have opened it.”
Montereale

On the basis of the preceding data, we may draw some generalizations:

e  (-)i is the plural marker in determiners;

e (-)i characterizes clitics;

e -i-is the inflection of the feminine plural, inserted between the root and -s, so
that the plural is reduplicated in feminine nouns, as in (6).

(6) <]
/\
Infl ]
/\ -
Class Infl
N
N Class

femin- [fem], [c]

We associate -s with the specialized [<] plural node, whereas -i seems to encode a slightly
different denotation, able to introduce also the possessor, as suggested by its occurrence
in the dative clitic i-e in (5¢).

2.1 Rhaeto-Romance Varieties

Plural inflections in the Rhaeto-Romance (Ladin) varieties of Cadore (Italy), here
exemplified by Borca, show a specular pattern with respect to Friulian. In the literature
(Chiocchetti 2003; Rasom 2006; Pomino 2012), the asymmetric distribution of -s has
been understood as involving a less complete inflection on determiners or pre-nominal
adjectives. Feminine -s occurs on nouns and post-nominal/predicative modifiers and
not on determiners. (7) exemplifies the gender and number inflection of nouns in the
context of articles. Feminines in (5a’) systematically have -e-s. Masculines present diffe-
rent morphemes, associated with different lexical subsets, i.e., -e, -s, -i, as in (7b’, ¢’).
Therefore, -e(-) is a plural morpheme.

(7) feminine

(a) l-a  botf-a/ond3-a/rod-a (@’) l-a  botf-e-s/ond3-e-s/ro0-e-s
the-F mouth-FsG/nail-FsG/wheel-FSG the-F mouth/nail/wheel-(F)pL-PL
“the mouth/the nail/the wheel” “the mouths/the nail/the wheels”
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masculine
(b) al djed-o/jal (b) i djed-e/ ja-i
the.msG  finger-msG/cock the.mpL  finger-(M)PL/cock-MPL
“finger/cock” “the fingers/cocks”
(c) al fuo () i fuo-s/ fuog-e
the.msGg  fire the.mpL  fire-pL/fire-(M)PL
“the fire” “the fires”

Borca di Cadore

(8) shows the distribution of the -s plural in more contexts including pre-nominal modi-
fiers and post-nominal adjectives. More precisely, (8a’, b’, ¢”) display the fact that
-e-s morphology occurs on the last element of the NP, the noun in (8a’, b’) and the
adjective in (8c’). The article, the pre-nominal modifiers and the nouns followed by an
adjective have the -a inflection, as in the singular forms in (8a, b, ¢). In the masculine
in (9b°, b”), determiners systematically show the inflection -i.

(8) feminine
(a) l-a/ kel-a/ kel autr-a  femen-a
the-r/ that-r/ that other-F woman-F
“the/that/that other woman”

(a’) l-a/ kel-a/ kel autr-a  femen-e-s
the-r/ that-r/ that other-F woman-(F)PL-PL
“the/those/those other women”

(b) kel-a bel-a femen-a
that-Ff ine-F woman-F
“that fine woman”

(b’) kel-a  bel-a  femen-e-s
that-r  fine-F  woman-(F)PL-PL
“those fine-PL women”

(¢) kel-a femen-a bra-a

that-F  woman-F  good-F
“that good woman”
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(c’) kel-a femen-a  vetf-e-s
that-r  woman-F old-PL-PL
“those old women”

(9) masculine
(a) kel (autr-o)/ (ke)st-o  libr-o/tfan
that other-msG/  this-MSG  book-msG/dog
“that (other) / this book/dog”

(b*) k-i/kist-i bje-i libr-e/ tfe-i
that/this-MPL  nice-MPL  book-(M)pL/dog-MPL
“those/these nice books/dogs”

®”) k-1 tfe-i vetf-e
that-mpL  dog-mMpPL old-PL
“those old dogs”

Borca di Cadore

(10a, b) illustrate plural exponents in subject and object clitics; (9c¢) illustrates the dative
clitic and (10d) participles and predicative adjectives.

(10) clitics
(a) i i/ (el-e-s) l-e-s dorm-e
theympL  SClmpL/ they-FpL-PL  SCI-FPL-PL  sleep.3p
“They sleep.”

(b) l-a I/ l-a/ i/ l-e-s ved-¢
SCLrsG  OClmsG/  OCIl-rsG/  OClmpr/  OCI- (F)PL-PL see-3PS
“She sees him/her/them (masculine/feminine).”

()1 da-o kest-o
ObICL.DATIVE ~ give-1PSG  this.MSG
“I give this to him/her/them.”

(d) al l-e-z a vedud-e-s strak-e-s
SClMsg  OCI-FpL-PL  have.3ps  seen-(F)PL-PL tired-FPL-PL
“He has seen them tired.”
Borca di Cadore
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In short, we observe that:

e  plural -s characterizes feminine nouns/adjectives (7a’) and a sub-set of masculine
nouns (7b’, ¢’);

e in the feminine, the -a inflection occurs in pre-nominal modifiers and possibly in
pre-adjectival nouns; plural -s is lexicalized on nouns or on post-nominal/predica-
tive adjectives (8a’, ¢’), (9d);

e  in masculines, plurality is realized by -e, -s or -i, on pre-nominal modifiers, nouns
and post-nominal adjectives, (9b°, b”);

e (-)i lexicalizes the masculine plural in articles, in other modifiers and in clitics in
(10a, b); in addition, it lexicalizes the dative clitic, in (10c¢).

The following asymmetries emerge in Ladin:

i.  between feminine and masculine, whereby only feminines constrain the distribution
of the plural inflection to certain positions in the DP;
ii.  in the feminine, between left and right positions in the DP.

The asymmetry in (i) is unexpected if we consider related phenomena in Ibero-Romance
-s plurals (Bonet, Lloret, and Mascard 2015), which only present the left-right asymmetry.
The asymmetry in (ii) is the mirror image of that normally found in Italian varieties,
whereby definite/deictic elements require a (richer) plural morphology. Generally, the
latter distribution is imputed to the role determiners play in the referential anchoring
of arguments (Manzini and Savoia 2018; cf. Costa and Figueiredo [2002] on Brazilian
Portuguese; Baier 2015). Under (ii), in the Ladin sigmatic plural, [_ s] merges with
[[[, femen] [fem, <] ., 1-e, ] giving rise to femen-e-s. The question is \7vhy -a is inserted
on determiners. Two possibilities are immediately available, i.e., -a is a default solution
or -a is an appropriate lexicalization of plural. We return to this question in Section 3.

3. The a- Plural and Distributional Restrictions

The asymmetry between the inflectional properties of determiners and nominal modi-
fiers/ adjectives and those of nouns has been brought out in the literature. Different types
of split emerge. Costa and Figueiredo (2002) describe Brazilian Portuguese varieties, in
which plural inflection -s only occurs on the determiners of prenominal adjectives, as
in O-s/est-es/algun-s/un-s livr-o muit-o bonit-o “The/these/some book very nice”. They
adopt a distinction between dissociated and singleton morphemes, in the spirit of the
DM treatment of Embick and Noyer (2001), whereby the plural in Brazilian Portuguese
corresponds to a specialized interpretable morpheme (singleton), which combines only
with the “element anchoring the information concerning number”, namely determiners.
In Cadore varieties, on the contrary, (feminine) determiners may lack the specialized
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plural inflection. The distribution in which prenominal determiners and adjectives
lack (a set of) agreement properties, as in Cadore varieties in (7)—(10), is discussed in
Bonet, Lloret, and Mascar6 (2015). Their idea is that pre-nominal agreement is due
to a “family of constraints” enforcing or not general agreement at PF; on the contrary,
post-nominal agreement is syntactic in nature and triggered by Spec-Head agreement
(see also Cinque 2009).

The hypothesis that different manifestations of agreement could be referred to diffe-
rent syntactic operations, or to different components of grammar, is pursued by several
authors. In particular, various approaches deal with noun-modifier agreement (concord)
as a process applying in the morphological component, separating it from subject-verb
agreement mechanism (Baier 2015). A mechanism based on the split between different
types of features, specifically marked vs. unmarked, is pursued in Pomino (2012) in
accounting for the lack of number inflection in Italian dialects. Our data call into ques-
tion the proposals that try to explain the asymmetries between determiners/pre-nominal
modifiers and nouns as involving the realization of plural inflection or the lack of it. In
these approaches, number is treated as substantially accessory with respect to person
and other referential properties. We put forward a different idea, assuming that what we
see are different types of plural inflection, possibly endowed with different interpretive
characterizations, which are inserted in different morpho-syntactic contexts.

The fact that the clearly plural morphologies -s, -e and (-)i occur not only comple-
mentarily but also in combination, excludes the notion of dissociated morpheme as an
explanation for partial distributions of any of them. The occurrence of -i in sigmatic
systems like Friulian singles out Ds as opposed to Ns—but this has nothing to do with
the issue of singletons since plural is expressed (by varying means) throughout the DP.
Rather, under some type of morpho-syntactic split, definiteness and deictic elements are
endowed with specialized morphology, given the role they play in the identification of
arguments. Generally, the occurrence of specialized plural elements is associated with
the head of the DP phase, i.e., determiners and possibly other nominal modifiers.

In this perspective, we propose that the -a forms of feminine plural DPs are not
reduced or default forms. Rather, -a is able to lexicalize plurality. More precisely, -a is
selected in DPs by virtue of its interpretive content, that in a number of North Italian
varieties, allows it to lexicalize plurality in the feminine class, e.g., in Viano (North
Tuscany) in (11) and Bormio (North Lombardy) in (12) (Rohlfs [1949] 1968; Manzini
and Savoia 2018, 2019). The same element is involved in the -a plurals of Italian
and other Italian varieties (e.g., uov-a “eggs”; Acquaviva 2008; Manzini and Savoia
2017b; Savoia, Baldi, and Manzini 2018). Viano’s (11a), (11¢) and (11d) illustrate
the distribution of -a as the only inflection of the feminine in all morpho-syntactic
domains, including the two interpretations of singular and plural. The masculine plural
is lexicalized by the specialized inflection -i in nouns, determiners and subject and
object clitics, in (11b, ¢’, d”).
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(11) (a) 1-a/ kod altr-a  donn-a
the-r/ that other-F woman-F
“the/that/those other woman/women”

(b) ol gatt-o/ i gatt-i
the.MsG  cat-MsG/  the.MPL cat-MPL
“the cat / the cats”

(c) l-a dormo/ dorma-na
SCI-F  sleep.3psG/ sleep-3pPL
“She sleeps/they sleep.”

()i dormo/ dormo-no
SCI-m sleep.3psG/ sleep-3PPL
“He sleeps/they sleep.”

(d) a l-a vedo
SC1 OCI-F see.lrsG
“I see her/them.”

dya U i veda
SCl1 OCl-msGg/ MPL  see.lpPsG
“I see him/them.”

Viano

In the variety of Bormio, the -a plural is limited to nouns, whereas determiners, pre-
nominal modifiers and clitics have -7, in (12a’, b’, ¢’, f) in the feminine on a par with
plural masculines, in (12¢’, d’, e’, ). Note that -a is the inflection of the 3rd person
object clitic both in feminine and masculine, in (12¢), as in many Lombard dialects

(Manzini and Savoia 2005).

(12) (a) l-a femen-a @) I+
the-F  woman-r the-PL  woman-F
“the woman” “the

(b) kwel-a bel-a femen-a ®) kwel-i

that-F  nice-F woman-F that-PL  nice-F
“that fine woman” “those fine women”
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(c)

(d)

(e)

6

1 omen/ al gat
the man/ theMsG cat
“the man / the cat”

kwe-1 bel omen
that nice man
“that nice man”

al/l-a dorm
SCL.3MsG/-FsG  sleep.3PsG
“he/she sleeps.”

al 1-a/ i-a

SCL3msc  OCl-sG/
“he calls him/her/them”

OCl-rL

(c) i omen/gat
therL  man/cat
“the men / the cats”

(d)  kw-i be-i omen
that-PL  nice-PL  men
“those nice men”

() il dorm-on
SCL.3mpL/-PL  sleep-3pPL
“they sleep”

tfam-a

call-3psG

The data in (11) and (12) provide crucial evidence concerning the nature of -a:

e  -aisable to lexicalize the plural on its own, as in (11) for Viano, where it embraces

both singular and plural interpretation in all contexts;

e in(12) for Bormio, -a occurs in the plural of nouns in combination with -i in D and
pre-nominal modifiers. In other words, this distribution is compatible with that of

the plural specialized inflection in other varieties;

e in both languages we conclude that the interpretive value of -a implies a possible
reference to (sub)sets of individuals.

These facts, on the one hand, support the idea that -a is able to encode a (type of)
plural reading. On the other, they suggest that the -a inflection in determiners of the
variety of Borca in (7)—(10) is a morpheme endowed with specialized content suitable
for expressing the plural properties of D. We characterize this content as [aggregate].
The notion of aggregate is used by Chierchia (2010) to characterize the common
core of mass and plural denotation. Manzini and Savoia (2017a, b, 2018), Savoia,
Baldi, and Manzini (2018) have recourse to the [aggr(egate)] class in differentiating
the -a plural from the -i plural, for instance in standard Italian. In (13) we extend this
to Borca. Thus -a on determiners has both gender [fem] and number [aggr] content.
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(13) Infl
Class Infl
/\ -a
N Class

femen-  [fem], [aggr]

As we have seen, the exponent -s has a denotational value of subset divisibility, notated
[<], present on the elements occurring on the right-hand side of DP, as illustrated in
(14) for Borca. -s introduces a plural interpretation that encompasses also masculines.

(14) DP
/\
D (=]
N _— T
D Infl Infl <]
/\ —a- /\ /\
D Class Class Infl Infl
kel [fem] T~ -a- TN
[aggr] \ Class Class  Infl

femen- [fem] TN -e
[aggr] \ Class
vetf [fem]

In the structure above, the vocalic inflection combining with -s is not the specialized -a,
but -e-. Under present assumptions -e-s is not denotationally stronger than -a. We further
assume that set-divisibility [<] is a specialization of [aggr] so that the two are compatible
under Agree. Thus all determiners/modifiers select -a as positively specified for a plural
(compatible) denotation, and not as a default type agreement. We suggest that D vs NP
distribution corresponds to the basic distinction between head and complement of the
DP phase—a point to which we return more in detail in Section 5. Ladin also has the
property that pre-adjectival nouns behave like pre-nominal adjectives in presenting the
-a inflection (though they need not). In other words, they seem to restrict the referents
which the adjective in final position individuates, like prenominal adjectives restrict the
noun. The matter will not be discussed further in the present work.

4. The -y Feminine Plural in the Soazza Variety

The North-Lombard variety of Soazza (Switzerland, cf. Manzini and Savoia 2005, 2007;
Sganzini 1933; Rohlfs 1968 [1949]) shows an asymmetric distribution of plural femi-
nine -y. This morpheme appears on nouns and pre- and post-nominal modifiers except
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articles, in (15a”)—(16a’). Masculines realize plurality on articles, and some sub-sets of
masculine nouns present the specialized morphology -i or -7, as illustrated in (15¢”), (16b”).

(15) feminine
(a) l-a Jkabel-a
the-F  chair-r
“the chair”

masculine

(b) el di:t
them  finger
“the finger”

(c) el mar'tel
the.m  hammer
“the hammer”

(16) feminine
(a) kwel-a [kabel-a/mat-a
that-F  chair-¥/ girl-r

“that chair/girl”
masculine
(b) kwel  om/mat/di:t

that.m  man/boy/finger
“that man/boy/finger”

(@) l-a Jkabel-on
the-F  chair-FpPL
“the chairs”

(b) 1 di:t
the.mpL  finger
“the fingers”

()i mar'te-i
the.MPL hammer-mpPL
“the hammers”

(a’) kwel-on  [kabel-ong/ma't-a-n
that- FPL  chair- FpPL/girl- FPL
“those chairs/girls”

(b”) kw-i om-ar/ma'to-n/ di:t
that-MPL  man-pL/boy-pPL/finger
“those men/boys/fingers”

Soazza

Feminine subject and object clitics exclude -7 and realize the form /-a for singular and
plural, (17)—(18). In clitic contexts, -7 is added to the inflected verb, in (17b, b’, ¢’, d).
Ambiguous readings are triggered when 3rd person feminine SCl and OCI combine,
as in (17d). Note that -5 behaves like an enclitic adding to the personal inflection; for
instance, it combines with the ending -i of the 1st sg in (17¢).

(17) (a) o/ l-a dorm
SCl.msa/  SCI-F  sleeps.3ps
“(S)he sleeps.”
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@)1 a dor'mi:t
SCL3p has slept
“(S)he has slept.”
(b) i dorm/ 1-a dorm-an

SClmpL  sleep/ SCI-F sleep-pL
“They sleep.”

®)1 a dor'mit/ 1 a-n dor'mit
SClL.mpL have.3p slept/ SCl have-3pL slept
“They have slept.”

(c) tu 1/ l-a/ i ve:t

SCl.2ps OCLM/ OCI-F/ OClM see.2ps
“You see him/her/them.”

©)tu la ved- o
SC1 OCI-F see- 3FPL
“You see them.”

(d) I-a l-a tfam-an
SCI-F  OCI-F call-3rpL
“She calls them / they call her.”

(e) l-a tfam-i-on
OCI-r call-1PsG-FPL
“I call them.”
Soazza

In (18a) the presence of a plural lexical subject forces agreement with -7; in (18b) the
agreement with the plural participle may imply a plural OCI, although the reading with
a plural SCl is available.

(18) (a) kwel-oy ma'ta-n l-a l-a lav- o
that-rpL  girl-kFPL SCI-F OCI-F  wash- 3FpPL
“Those girls wash her/them.”

(b) l-a 1 a-n tfamad-on
SCI-F OCLF have-3rpL called-3rPL
“She/they has/have called them (feminine).”
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(©) i a-1) tfa'ma-i
OClmpL  have-3ppL called-mMpPL
“They have called them.” Soazza

Finally, -y combines with post-verbal /- in imperatives, in (19).

(19) tfama l-on imperative
call them.FpL
“Call them!”

In short, 3rd person referential elements, i.e., articles and clitics, exclude the feminine
plural inflection -5. These elements, endowed with referential properties/definiteness, the
-a inflection is required for the plural. At an abstract enough level, in Soazza variety the
distribution of - follows a similar pattern to that investigated for Friulian in Section 2
and for the Cadore varieties in Section 2.1, showing an asymmetry between the plural
inflection on D and the one on N. The plural -7, that we represent as the part-whole relation
[<], therefore like -s, is introduced by the elements inside NP and, in the sentence, by the
inflected verb, in (20). In this instance an ambiguous reading emerges, since the plural
inflection of the verb is referred to a /-a clitic which could be either the subject or the object.

(20) 1P
/\
D 1P
/\ /\
D Infl I vP
T Ay T N
D [fem] ved iy  [CZ]
/ -9y

The behaviour of plural agreement in the Soazza dialect is discussed by Nevins
(2011, 8-9). He assumes that the ability of number to extend ambiguously to object or
subject descends from the underspecified status of singular, whereby “unmarked values
of number, e.g., [-singular], are never syntactically active and never referred to in the
syntax”. By contrast, “person features are always fully specified on syntactic arguments”,
thus excluding generalization processes.

We construe the facts differently. Beginning with the examples concerning DPs, we take
it that referential D elements require the -a plural, preventing them from combining with -#.
In sentential contexts, - combines with the verb; thus the same property [] is introduced
in nouns and in verbs by the morpheme -. It remains to be explained how the - inflection
of the finite verb may be referred to the object clitic. We will come back to this in Section 5.
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5. A Syntactic Sketch

As suggested at the end of Section 3, the occurrence of plural inflection may be connected
with the phase domains (Chomsky 2001, 2005, 2013). We assume that the internal
structure of the phase is universally defined and that the head and the complement of the
phase are independently individuated by the Phase Impenetrability Condition. According
to Manzini and Savoia (2018), Manzini, Baldi, and Savoia (2018), the head-complement
articulation of phases provides us with a syntactic characterization of the different distri-
butions of agreement morphemes. What may be observed is the following generalization.

(Micro)variation: When the phase is externalized, a given referential property P can be
differently realized on the head of the phase vs the complement of the phase. Logical
possibilities include: non-realization on head, non-realization on complement and diffe-
rent realization. All logical possibilities are instantiated.

On the basis of the preceding generalization, we are in a position to schematize the occur-
rence of plural inflections in the different varieties we have investigated. What we are
especially interested in is whether traces of the phasal organization may be visible in the
vP and CP phases. Indeed, Manzini and Savoia (2019) and Savoia, Baldi and Manzini
(2018) find phasal organization in the externalization of clitic-verb clusters in vP and
CP, in another Lombard variety with nasal plurals, namely Casaccia.

In Friulian (Montereale), the head of DP phase, i.c., determiners D and possibly
other nominal modifiers, and the NP complement of the phase are distinguished in that
they are associated with different plural elements, as in (21). In the sentential domain,
clitics display -i alone, like determiners, while participles externalize -s like nouns
(though a subset of adjectives has -7). Therefore, in each phase -i is associated with
referential/argumental content, namely with D in DP, with OCI in vP and with SCI in
CP. Nouns and participles systematically include -s.

(21) Montereale
(a) DPphase: D A N
-1 i-(s) (-i)-s

(b) vPphase: OCIl Participle
-i (-1)-s

(c) CPphase: SCI 1

A different picture is presented by Cadore varieties (Borca), in (22). In the vP phase, object
clitics lexicalize the plural specifications by means of the exponents (-)i or -s, according
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to gender. In the masculine, the -7 lexicalization obviously characterizes the D head of the
DP phase, suggesting a pattern of lexicalization not dissimilar from that of Friulian where
the same morphology privileges the categorial content D. At the same time, the feminine
returns a different picture, since OCl and SCI are associated with the plural morphology
which in DPs excludes D. From (22) we conclude that the distribution of -i is best unde-
rstood as targeting D material. The distribution of feminine plurals suggests that only the
DP phase registers the contrast between referential and lexical content elements, reserving
the -a specialized inflection to D.

(22) Borca
(a) DPphase: D A N
-i/-a -e-s/-a/-e ~ -e-s/-a/-e /-1
(b) vP phase: ocCl Participle
-i /-e-s, -i /-e-s,
(c) CP phase: SCl1 I
-i /-e-s,

In Soazza, feminine plural -7 is excluded from D, SCI and OCI; thus, as in Cadore varieties,
we find a language where -a is the inflection of plural selected by referential elements,
strengthening its connection with rich referential content. Similar to (21)—(22), the mascu-
line plural -i contrasts with the distribution of feminine inflections, insofar as it is usually
associated to the referential D elements. What is more relevant for present purposes is
that the distribution of plural feminine -7 for Soazza in (23), differently from the others
considered, involves I in the CP phase. DP-phase contexts externalize -» on the lexical
complement NP of the phase head. In the CP phase, the plural -7 is introduced on the
inflected verb in I and may interpretively be associated with the external or the internal
argument. Not dissimilarly, in the vP phase -5 occurs on the participle, and interpretively
connected to the internal argument.

(23) Soazza

(a) DP phase: D/Q  Adj N Adj
-a/-i -n/(-1) -p/(-1) -
(b) vP phase: oCl Participle
-/, -p/-i
(c) CP phase: SCl1 I
-/, -
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Given the discussion that precedes, evidently the plural specification - is externalized
on the phase complement in DP, i.e., on NP, to the exclusion of D. On the other hand,
if we take the participle and the finite verb to be exponents of the v and I head of the vP
and CP phases (the latter by inheritance from C), then the generalization does not extend
to the vP and CP phases. The generalization holds that in a phase only one element bears
the plural inflection associated with the specialized [{] node. A stronger thesis would be
that plural is in fact associated with the phase head in vP and CP, mirroring what happens
in the DP. An argument in favour of this are the imperative data in (19) where the -5
morphology is in fact attached to the enclitic. One way to understand the data is that once
the verb positions in C the clitic stranded in I acts as the agreement head of the phase.

Finally, recall that we still lack an account why a sentence like (20) is ambiguous
between object and subject agreement. The general idea is that each phase contains
a single exponent for plurality, and that this is uniqueness is dictated by association
with the phase head. This means that no pluralizable clitic (i.e., 3rd person accusative)
can bear plural morphology, which is instead associated with the finite verb. As is often
found in parametrization, the externalization solution is essentially idiosyncratic, but
against an invariant basis for it in the computational component.

6. Concluding Remarks

We argued that phase theory may predict the split between phasal heads and phasal
complements, though not the coupling of each with one or another morphology. The
need to satisfy other requirements may be involved:

o  Referential elements select inflections endowed with specialized referential import,
if available in the lexicon.
e  This asymmetry especially concerns feminines.

The fact that (-)i can lexicalize the plural independently of gender distinctions means
that its content, on a par with -s, is the part—whole relation []; in many varieties it also
doubles the marker -s. In addition, -i lexicalizes the dative; in other words its [<] content
translates into possessive inclusion (Manzini and Savoia 2011). The lexical content of
the different plural inflections is tentatively specified in (24).

(24) plural in Romance

-s/-n: [c] merged in [C]
-1 [<], merged in Class/Infl
-a: [aggregate] merged in Class/Infl

In many Italo-Romance varieties, the feminine inflection seems to be associated
with a richer referential content than the masculine, which in the singular lacks any
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externalization. As far as we can tell, the opposite is not found, at least in Romance.
This is possibly connected to the fact that -a turns out to be a number, as in (24),
rather than a gender—and not to functional considerations such as the markedness
of feminine.
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Abstract: This paper argues that DP ellipsis (DPE) in Formosan languages exhibits at
least two patterns: voice-sensitive type as in Javanese (Sato 2015) and non-voice-sensitive
type. Two Formosan languages, Amis and Atayal, are investigated to support this con-
clusion. Formosan languages are treated as discourse-oriented languages (Wei 2016).
Moreover, their voice systems possess the characteristics of both accusative-languages
and ergative-languages (i.e., a split-ergative pattern or a mixed-pattern) with respect to
morphosyntactic alignment. Unfortunately, the comparison of DPE between actor voice
(abbr. AV) and non-actor voice (abbr. NAV, including Passive, Locative and Instrumental/
Benefactive) constructions is less discussed in the literature. Typologically, the results
of this study suggest that not all languages—even those within the same language fam-
ily—are sensitive to voice when undergoing DPE; for instance, Atayal DPE is of the
voice-sensitive type, while Amis DPE is of the non-voice-sensitive type. We propose
a feature-based analysis to account for within-language DPE restrictions on certain types
of DPs. We find that the voice agreement between an argument and a predicate involves
not only theta-features but also the co-occurrence of a [TOP] feature. Only the argument
with a [TOP] feature can move to the topic position and check CP’s [uTOP] feature.
This explains why the external arguments of NAV constructions can undergo discourse
binding in Amis but not in Atayal.

Keywords: ellipsis; voice agreement; formal features; discourse binding; Austronesian
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1. Setting the Stage

This section outlines the characteristics of DPE in Formosan languages. Longer texts
reveal that DPE is quite common in Formosan languages, especially in the actor-voice
(AV) construction. For instance, the Nominative DPs of an AV construction can be deleted
in our target languages, as shown in (1)—(2).

(1) Amis (G.-C. Huang 2015, 438)!
ma-hrek e a  mi-ngota toya nanom. ..
AV?-finish LK AV-muddy that water
“(The father)® muddied the spring water . . .”

(2) Atayal (Adong 2016, 27)*
tehuk gbyan Iga, s<m>xu u m-ahuq lukus lozi e.

arrive night CS.TOP <AV>pound and wash AV-clothes also
“In the night, (my mother) even has to cook and to wash clothes.”

The Accusative DPs of an AV construction can also to be deleted, as shown in (3)—(4).

(3) Amis (G.-C. Huang 2015, 443)°

ya sato  a mi-laop-ay  a kapah no e.
that some LK  AV-chase-CS LK youth GEN

Piwma i tirato a ma-sa’opo a mi-kilim
Paiwan PREP here LK AV-gather LK  AV-search

“Those hunted men, Paiwan youths, assemble here and search for (this two brothers)”

1 Cited Malahecekay a Fokloh “the legend of stone columns” (G.-C. Huang 2015, 438). In an
AV construction, the basic word order of Atayal is VOS, while that of Amis is VSO. However,
both are VAS in NAV constructions.

2 The abbreviations of this paper follow those of the Leipzig glossing rules (2015). Other
abbreviations not included there are: AV, actor voice; ASP, aspect; CS, change of state; HAB,
habitual marker; INTJ, interjection; LK, linker element; LV, locative voice; PN, proper noun;
PREP, preposition; PV, patient voice; TOP, topic marker.

3 The elided DP(s) in this paper is in marked italic bold “e”. Also, the corresponding English
translation of null argument(s) is indicated by parenthesis.

4 Cited qutux ryax ni yaya “a day of my mother” (Adong 2016, 27).

5 Cited Malahecekay a Fokloh “the legend of stone columns” (G.-C. Huang 2015, 443).
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(4) Atayal (Huang and Wu 2016, 299)°

yaqu  m-tntun ru m-I"ax p<in>rayas ga,

INT]  AV-put and AV-dyspnea <IMPER.PV>cross TOP
nyux e h<m>twiy mha si bzinah
PROSS <AV>stop AV.say always AV-return
e ru laxi usa’ g<m>alup ru q<m>buying.

and NEG  AV-go <AV>hunt and <AV>seize

“‘concentration’ and ‘crossing’ are two bird divinations which stop (hunters)
and give (hunters) a hint to turn back and to not to go hunting.”

In fact, the two target languages even allow for the deletion of multiple DPs in the AV
construction, as evidenced in (5) and (6).’

(5) Amis
(a) ma-keter ci Mayaw, ci-Panayj—an haw?
AV-scold NOM PN OBL-PN-OBL Q
“Is Mayaw scolding Panay?”

(b) hai, ma-keter e, e.
yes  AV-scold
“Yes, (Mayaw) is scolding (Panay).”

(6) Atayal
(a) wal = m-ihiy Rimuy, qu Watan, ga?
PRF = AV-beat PN NOM PN Q
“Did Watan beat Rimuy?”

6  Cited gaga’na gmalup ru mita’silig “the norm of hunting and bird divination” (Huang and
Wu 2016, 299).

7  We thank reviewers for their valuable comments. The question and answer pairs in this paper are
designed to account for the distribution of and to identify A’-dependency-related DPE in Formosan
languages. However, there are many variables, especially given the variety of language-specific
properties. Thus, such question and answer pairs could provide a limited context (or model), which
is helpful for controlling the number of potential referents of empty categories. The co-indexation
subscripts help readers figure out if the referent(s) of an empty category in a given position is clause-
bound, discourse-bound or both. Holmber (2016) offers a similar argument with respect to question
and answer pairs: “[T]here is hope, though, that investigation of question and answer pairs in more
languages at the same level of detail as here will eventually make it possible to explain the variation

observed among the languages in terms of well-defined parameters” (Holmber 2016, 92).
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(b) aw, wal=m-ihiy e, e.
yes PRF = AV-beat
“Yes, (Watan) beat (Rimuy).”

(5b) and (6b) are acceptable replies to the questions proposed in (5a) and (6a), respec-
tively. Both Nominative DPs and Accusative DPs are omitted.

Comparing (7b) with (8b), Atayal—unlike its Amis counterpart—does not permit
the external arguments of a NAV predicate to be deleted.®

8  Nominative case marked DPs can bear a variety of theta-roles, depending on the voice
marker of the verb. Take Amis for instance, NOM marked DPs can be agents of an AV verb,
patients of a PV verb, instruments of an I/BV verb, and locations of a LV verb, as seen in the
following examples (Wu 2016, 62—67).

(i) mi-tangtang-ay ci ina to naniwac. (AV)
<AV>cook-REAL NOM mother OBL mung
“My mother is cooking the mung.”

(i) ma-ala no kaka ko impic no mako. (PV)
PV-take GEN sibiling NOM pensil GEN 1SG.POSS
“My pencil was taken away by my brother.”

(iii) sa-pi-’icang niyam to panay ko cidal. I/BV)
[/BV-PI-dry 1PL.GEN OBL husk NOM sun
Lit: “Sun is employed to dry the husk by us.”

(iv) o  ka-kero-an no finawlan ko potal. (LV)
N KA-dance-LV GEN tribe NOM NOM square
Lit: “The square is employed to dance by the tribe people.”

The same interaction between case marking and voice is also found in Atayal (cf. Huang and Wu 2016).

NOM, ACC, and GEN marked DPs constitute the bulk of sentences. Note that terminology
with respect to case markers is not consistent in the literature. Wu (2016) employs OBL(Oblique)
to indicate both the Accusative DP of an AV verb and Absolutive DP of a NAV verb. In fact, case
markers including to, ci- -an, and ca- -an, function as ACC/OBL/ABS markers in the relevant
voice constructions. For consistency, this paper follows Wu’s analysis and gloss them as OBL.
Moreover, the Accusative marker is phonologically null in Atayal. Finally, though there are some
additional case markers in Atayal—including Instrument, Locative and Comitant (Huang and Wu
2016, 61)— these markers have no equivalents in Amis (Wu 2016, 42). This paper focuses on the
analysis of the three core case-marked DPs, which are in both target languages.
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(7) Amis
(a) na-ma-palo =to ni Mayaw, ci Panay haw?
PST-PV-beat=CS GEN’ PN NOM PN Q
“Was Panay beaten by Mayaw?”

(b) hai, na-ma-palo=to e ci Panay.
yes PST-PV-beat=CS NOM PN
“Yes, Panay was beaten by (Mayaw).”

(8) Atayal
(a) ’bhy-an na Ciwas, qu Tali’j ga?
beat-LV GEN PN NOM PN Q
“Was Tali’ beaten by Ciwas?”

(b) *’bhy-an e, qu Tali’.
beat-LV NOM PN
Intended for: “Yes, Tali’ was beaten by (Ciwas).”

(7b) and (8D) are possible replies to the questions proposed in (7a) and (8a), respectively.
The deletion of the Genitive DP of a NAV construction is allowed in Amis, whereas the
same syntactic operation is prohibited in Atayal. Semantically, a NAV sentence is truth-
conditionally equivalent to its AV counterpart. They are only pragmatically different.
For example, the grammatical subject, which is marked by Nominative case, of the AV
construction is an agent. In the NAV construction, however, the grammatical subject is
a patient, an instrument/benefactor or a location. Likewese, there is no truth-conditional
distinction between DPE construction and its non-DPE counterpart.'

According to C.-T. Huang (1984; 2010), the above DPE constructions involve
so-called Discourse Binding; an argument first undergoes A’-movement to the topic
position in the CP layer and is then deleted from this position. In the meantime, this
null argument is co-indexed with a discoursal referent. This 2-step operation will be

9 Following general terminology in the field, the label Genetive—rather than ergative—is
employed in this paper because, in Formosan languages, such morphology can label the Agent of
a predicate and the possessive relationship between an object and a possessor.

10 We thank reviewers for their thoughtful review of our manuscript. This paragraph addresses
their question about the semantic content of DPE and non-DPE constructions. Although
topicalization and different voice constructions are pragmatically significant, a syntactic
restriction rules out the possiblity of DPE of the Genitive DP in Atayal. In the following sections,
we will show that the asymmetry between languages and language-internal arguments with

respect to DPE is explainable under a feature-bundle analysis.
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detailed in Section 3. Given these observations, this paper explores the three research
questions listed below:

(9) (a) Why does voice agreement influence DPE patterns in Atayal but not in Amis?
(b) What triggers the A’-movement of different types of DPs?
(¢) How can the asymmetry in DPE between Atayal and Amis be best accounted for?

2. Literature Review

In discourse-oriented languages, a given argument can be omitted and co-indexed with a ref-
erent in the discourse context. Both subjects and objects can have a discourse antecedent,
but only the subject can co-refer with a matrix argument. Following C.-T. Huang (1984),
this subject—object asymmetry can be attributed to the characteristics of two types of empty
categories: Pro'' and a variable. For instance, the embedded null subject in (10a) can be co-
indexed with the matrix subject, Zhangsan, or with a referent in the discourse. However, the
embedded null object in (10b) can only refer to a discourse topic. In other words, a null object
must be a variable, while a null subject may be either a variable or Pro. For C.-T. Huang,
a variable refers to a discourse topic while Pro is co-indexed with the matrix argument.

(10) Mandarin Chinese (C.-T. Huang 1984, 538)
(a) Zhangsan, [xiwang e, keyi kanjian Lisi].
Zhangsan  hope can see Lisi
“Zhangsan, hopes that (he, ) can see Lisi.”

(b) Zhangsan xiwang [Lisi keyi kanjian e*i/j].
Zhangsan hope Lisi can see
“Zhangsani hopes that Lisi can see (himj).”

Another piece of evidence supporting the subject—object asymmetry comes from the
exceptional island effect. Once again, only the null subject allows for the exceptional
island effect, while the null object does not, as shown in (11a) and (11b), respectively.

(11) Mandarin Chinese (C.-T. Huang 1984, 563)
(a) Zhangsan, [e;, xie de shu] bu shao.
Zhangsan write DE book not few
“Zhangsani, the books that (he,) wrote are not few.”

11 In the framework of Government and Binding Theory (Chomsky 1981), the distinction be-
tween pro and PRO is related to the issue of Case or the notion of Government. However, Chinese is
not a language with a rich agreement system, and both pro and PRO are subject to GCR. As a result,
the term “empty noun” or the abbreviation Pro refer to both pro and PRO in Huang’s (1984) work.
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(b) *Zhangsan, [wo nian-le bu shao [e xie de  shu]].
Zhangsan 1| read-ASP  not few write  DE book
Intended for: “Zhangsan, I have read quite a few books that (he ) wrote.”

Wei (2016) furthermore proposes that the target Formosan languages in his study are
discourse-oriented because all of them allow null pronouns to have a discourse anteced-
ent, as shown in Table 1.1?

pro zero topic discourse topic

Amis v v
Paiwan v
Puyuma v

v
Mayrinax v
C’uli v v

Table 1. The characteristics of discourse-oriented languages (Wei 2016, 614)

If Formosan languages are indeed discourse-oriented (Wei 2016), DP ellipsis in all For-
mosan languages should be relatively free and consistent; that is, any given DP should
be able to be construed as a variable, co-indexed with a discourse referent (cf. C.-T.
Huang 1984). However, our target languages provide counterexamples to this postu-
lation, such as (8b) above. Briefly, the Genitive DP of a NAV construction in Atayal
cannot undergo A’-movement. More importantly, though, the elaborate voice system of
Formosan languages displays characteristics of both Accusative-Nominative languages
and Ergative-Absolutive languages (i.e., a split-ergative pattern or a mixed-pattern) with
respect to the morphosyntactic alignment. In our target languages, Genitive case marking
on DPs is a solid indication of Ergative-Absolutive alignment. With these observations
in mind, this paper offers an alternative approach based on voice-sensitivity to account
for the DPE asymmetry between Atayal and Amis.

Sato (2015) proposes that Sener and Takahashi’s (2010) anti-agreement hypothesis
on argument ellipsis, developed through a comparative survey of Japanese and Turk-
ish, cannot account for the DPE asymmetry in Javanese because it lacks a p-agreement
system altogether. Consequently, the key factor for licensing/blocking argument ellipsis
in Javanese is the voice agreement system. In Sato’s analysis, Javanese exhibits an
asymmetry between null subject and null object with respect to sloppy/quantificational

12 The check mark in Table 1 denotes that a specific type of DPE is allowed in a given language.
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interpretations. On the one hand, null objects allow sloppy/quantificational readings, as
shown in (12b) and (13D).

(12) Javanese (Sato 2015, 64)
(a) Esti  seneng guru-ne
Essti  like teacher-3SG
“Esti likes her teacher.”

(b) Budi ya  seneng e. (®%strict; “%sloppy)
Budi also like
Lit: “Budi also likes e.”

(13) Javanese (Sato 2015, 64)
(a) Esti  ketemu  mahasiswa telu.
Esti  meet student three
“Esti met three students.”

(b) Budi ya  ketemu e. (°%E-type; °®quantificational)
Budi also met
Lit: “Budi also met e.”

On the other hand, null subjects do not allow for these sloppy/quantificational readings,
as evidenced in (14b) and (15b).

(14) Javanese (Sato 2015, 64)
(a) Esti ngomong [, guru-ne isa  basa Prancis].
Esti say teacher-3SG  can language French
“Esti said that her teacher can speak French.”

(b) Budi ngomong [, e isa basa Jepang]. (®%strict; *sloppy)
Budi say can language Japan
Lit: “Budi said that e can speak Japanese.”

(15) Javanese (Sato 2015, 64)
(a) Esti ngomong [, mahasiswa telu teka arep ketemu dewe’e].
Esti  say student three come to meet  3SG
“Esti said that three students came to meet her.”
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(b) Budi  ngomong [, e teka arep (°E-type; *quantificational)
Budi say come to
ketemu dewe’e].
meet 3SG
Lit: “Budi said e came to seet him.”

The above asymmetry might be treated as a result of Verb-stranding VP ellipsis (Otani
and Whitman 1991, Goldberg 2005, Rouveret 2012, Gribanova 2017, among others).
According to this analysis, the main verb is left as a remnant due to V-to-T raising
followed by VP-ellipsis. In languages like English, for example, the sloppy reading can
be attributed to VP ellipsis (Willams 1977, quoted in Sato 2015, 65), as in (16).

(16) (a) John will invite his wife to the party. (®Kstrict; “%sloppy)
(b) Tom will [, €] too.

VP-ellipsis occurs in V-stranding languages such as Irish and Hebrew only when the
verb in the antecedent clause is identical to the verb in the elliptical clause (Goldberg
2005, Rouveret 2012). However, in Javanese, the verbs in question can be different, as
exemplified in (17). In fact, we would get an incorrect reading like “Budi did not solve
his problem quickly” if the null object in (18b) were derived via V-stranding VP-ellipsis.

(17) Javanese (Sato 2015, 66)
(a) Esti seneng guru-ne.
Esti  likes teacher-3SG
“Esti likes her teacher.”

(b) Tapi Budi sengit e. (Kstrict; “sloppy)
but Budi hate
Lit: “. . . but Budi hates e.”

(18) Javanese (Sato 2015, 66)
(a) Esti njawab soal matematika-ne cepet-cepet.
Esti  solve problem mathematics-3SG quick-RED
“Esti solved that problem quickly.”

(b) Tapi Budi ora njawab e.
but Budi NEG solve
Lit: “. . . but Budi didn’t sovle e.”
= Budi didn’t solve his mathematics problem.
# Budi didn’t solve his mathematics problem quickly.
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Thus, Sato argues that the subject—object asymmetry in Javanese cannot be explained
under the Verb-stranding approach because objects, but not subjects, are included within
the ellipsis site. Instead, he proposes that dyadic voice agreement in Javanese plays
an important role in this subject—object asymmetry. Crucially, topic arguments, which
agree with the v head, also disallow sloppy/quantificational interpretation; thus, both
Agent (or Actor-topic) DPs in actor voice constructions and Theme-topic DPs in pas-
sive voice constructions prohibit the sloppy/quantificational interpretation, as shown in
(19b) and (20b).

(19) Javanese (Sato 2015, 77)
(a) Esti ngomong [, mahasiswa-ne  di-sun  karo Budi].
Esti say student-3SG PV-kiss by  Budi
“Esti said that her student was kissed by Budi.”

(b) Yuli ngomong [, e di-sun  karo Ali]. (®%strict; *sloppy)
Yuli say PV-kiss by Al
Lit: “Yuli said that e was kissed by Ali.”

(20) Javanese (Sato 2015, 77-78)
(a) Esti ngomong [., mahasiswa telu  di-sun karo Budi].
Esti say student  three PV-kiss by  Budi
“Esti said that three students were kissed by Budi.”

(b) Yuli ngomong [, e di-sun karo Ali]. (°“E-type; "quantificational)
Yuli say PV-kiss by Ali
Lit: “Yuli said that e was kissed by Ali.”

However, the null oblique Agent DP in a passive voice construction allows for the sloppy/
quantificational interpretation because it lacks any voice agreement with the passive
v head, as shown in (21b) and (22b).

(21) Javanese (Sato 2015, 78)
(a) Esti ngomong [, Budi di-sun  karo mahasiswa-ne]
Esti  say Budi PV-kiss by  student-3SG
“Esti said that Budi was kissed by her student.”

(b) Yuli ngomong [, Ali di-sun  e]. (®Kstrict; “%sloppy)

Yuli say Ali  PV-kiss
Lit: “Yuli said that Ali was kissed.”
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(22) Javanese (Sato 2015, 77-78)
(a) Esti ngomong [.,Budi di-sun  karo mahasiswa telu].
Esti say Budi PV-kiss by  student three
“Esti said that Budi was kissed by three students.”

(b) Yuli ngomong [, Ali di-sun e]. (°%E-type; °®quantificational)
Yuli say Ali PV-kiss
Lit: “Yuli said that Ali was kissed.”

Sato (2015, 74) concludes that this prohibition on sloppy/quantificational readings of
null arguments in subject position (i.e., Agent-DPs in actor voice constructions and
Theme-topic DPs in passive voice constructions) results from the definite restriction
imposed by the topic requirement created by active or passive voice agreement. Topical
DPs must be definite and cannot introduce new discourse referents. Sato further proposes
that the so-called subject—object asymmetry in Javanese can, in fact, be treated simply as
a subject/non-subject asymmetry because only agreement between a subject and a verb
prohibits sloppy and quantificational readings.'® In other words, non-subjects do not
possess such agreement. Thus, he further suggests that not only ¢-agreement, but also
voice agreement needs to be included in a general theory of agreement.

Unlike Javanese,'* Formosan languages have an elaborate case system that labels
the voice agreement relationship between a DP and a v head. The voice affix on a verb
and the case marker on a DP jointly determine the theta-role of a given DP. Moreover,
Formosan languages allow for topicalized constructions, in which a moved topicalized
DP is inidicated by a topic marker and A’-binds its trace. But, the construal of zero topic
(C.-T. Huang 1984, 2010) is also permitted in Formosan languages, as mentioned earlier.
Thus, the case-marked DP in Formosan languages should not be treated as a “topic-DP”
exactly as in Javanese. Nevertheless, Sato’s insight regarding voice-sensitivity provides
us an alternative approach to analyze the asymmetry of the Genitive DP ellipsis between
Atayal and Amis.

Crucially, Formosan languages show two types of morphosyntactic case alignment:
Nom-Acc and Erg-Abs. In the Nom-Acc pattern, a given DP is allowed to be omitted in
both Atayal and Amis. However, in the Erg-Abs pattern, Amis allows for the deletion of
a Genitive DP, but Atayal does not. What, then, contributes to this difference between
the two related languages?

13 In Sato’s work, the term subject refers either to the actor argument in an AV construction
or the theme argument in a PV construction.

14 Though Javanese, a head-initial SVO language, possesses an elaborate voice system (ac-
tive, theme and various applicative voices), it lacks overt tense markers, ¢-agreement and case
morphology (Sato 2015, 64).
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3. Syntactic Derivations and Specified Features

According to Cheng (2011) and Aldridge (2017), Nominative DPs and Genitive DPs are
different in nature: the two different types of DPs result from different syntactic deriva-
tions; Nominative and Genitive arguments consist of different syntactic features.”> On
the one hand, the external argument in AV constructions moves to SpecTP and to receive
a structural case (viz., Nominative case). On the other hand, the external argument in
NAV constructions is base-generated adjoined to vP and is endowed with a Genitive case.
If Cheng’s analysis is on the right track, the syntactic derivation of relevant arguments
can be illustrated as in (23).'¢

(23) (a) the NOM DP of AV construction
[, DP [NOM]. [. [uNOM][ , DP [NOM]. [ . ]I
(b) the ERG DP of NAV construction
[,p[,, DP[GEN][. ]]]

Second, constructions involving zero topic in Formosan languages can be explained by
Discourse Binding (C.-T. Huang 1984, 2010), which states that an argument first under-
goes topicalization and is then deleted from the topic position in CP. In the meantime, the
null argument is co-indexed with a referent in the discourse context. Thus, the syntactic
operation of Discourse Binding can be depicted as (24).

(24) The process of Discourse Binding

co-indexing
A; [opi...ei]

L4
binding

15 It is worth noting that there are still other linguists argue that little v does not, by itself,
introduce an argument (cf. Legate 2014, Pylkkénen 2008). Instead, voice, appl, and prepositional
heads are preferred in different theories to introduce external arguments. For the sake of space,
we will not seriously engage this issue in this paper. Here, we simply follow Aldridge’s (2017)
proposal.

16  Many thanks to the audience of Olinco 2018 for reminding me of the issue regarding the
direction of probing. In the literature, uninterpretable features can probe downwards (Chomsky
1998) and upwards (Zeijlstra 2012, Wurmbrand 2011). The former model is tentatively adopted
in this paper for ease of discussion.
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If C.-T. Huang’s analysis is on the right track, we can further propose that a given DP should
possess a [TOP] feature first, and only then can it undergo A’-movement to a topic position and
become zero topic. Relatedly, one can assume that not all kinds of DPs can be endowed with
a [TOP] feature. In both Amis and Atayal, Nominative DPs bear an inherent [TOP] feature
specification when entering the derivation, which enables such DPs to undergo discourse
binding. The DPE in (3) and (4) can be formally represented as (25a) and (25b), respectively.

(25) (a) Amis
[cp Mayawitoryi[cp [wxor) [Tp Mayaw topy [T [wMayaw rrory [v 111111
(b) Atayal
[cr Watanroryi [cp [«xor) [ TP Watarrop; [T [eWatarror [v 1]11]]

On the other hand, the external argument of a NAV construction enters the derivation
with a [TOP] feature in Amis, but not in Atayal. As a result, the asymmetry regarding
discourse binding between Amis and Atayal can be explained as in (26a) (= [7b]) and
(26b) (= [8Db]), respectively.

(26) (a) Amis
[ce Mayawirori[cppaory. . . [ [v Mayawrorsi [v 11111

(b) Atayal
*[cp Ciwasigyi  [cp’ [uTop)- - .[ip [v CiWasioyi [v 11

Our alternative analysis has several consequences, as listed in (27).
(27) (a) Nominative case and Genitive case involve different syntactic derivations.
(b) The [uTOP] feature in CP triggers the A’-movement of a given DP.

(c) [TOP] might not be universally available, e.g., this feature is inherent in Amis
GEN DPs but not in Atayal GEN DPs.

(d) Typologically, Atayal is voice sensitive, while Amis is non-voice sensitive.

4. Supporting Evidence

4.1 Unselective Binding and Nominative-Sensitivity Constraint

The nominative-sensitivity constraint for unselective binding supports the claim that
NOM DPs and GEN DPs have different syntactic features. Per W.-T. Tsai (2011),
wh-nominals conform to unselective binding due to an implicit Q-morpheme on C
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(cf. Baker 1970, Pesetsky 1987, Nishigauchi 1990, among others), by virtue of being able
to introduce a choice function variable in situ (cf. Reinhart 1998), as sketched in (28).

(28) W.-T. Tsai (2011, 217)
[ [0 Q [, ... Aiwh). . .]]]

Though Formosan languages, such as Tsou, Saisiyat, Amis and Atayal, are recognized as
wh-in-situ languages (Y.-Y. Chang 2000, C.-Y. Tsai 2008, Wei 2011, W.-T. Tsai 2011),
W.-T. Tsai (2011) further argues that wi-nominals cannot stay in-situ, as in (29a), and
they must undergo A’-movement of some sort to check [#T] on C, as in (29b) and (29¢)."”

(29) Atayal (W.-T. Tsai 2011, 211-212)
(a) *m-usa  Sincik suxan qu-ima?
AV-go Hsinchu tomorrow NOM-who
Intended for: “Who will go to Hsinchu tomorrow?”

(b) wh-pseudo-cleft
ima qu-[,,e [,Opi [m-usa Sincik suxan t]11?
who NOM AV-go Hsinchu tomorrow
“Who is (the person who) will go to Hsinchu tomorrow?”

(c) focus movement
ima(*-ga) m-usa Sincik  suxan?
who(*-TOP) AV-go Hsinchu tomorrow
“Who will go to Hsinchu tomorrow?”

17  Unlike English, Chinese lacks wh-islands as well as complex NP islands. W.-T. Tsai (1994,
1999) attributes this distinction to the parameter setting with respect to unselective binding, as
sketched in (i).

(1) (a) Chinese-type languages: [ep OPX[Q [p---Whx)...]]
<[’ wh(x)-OP, .. .]1]

(b) English-type languages: o
wh(x)-OP o\ I [ - -t .- .]]

[CP [IP )
[

—

[CP PP/DP

On the one hand, Chinese Q-operators are located in [Spec, CP] and involve no movement. On
the other hand, the whole English wh-phrase must move to [Spec, CP] as an operator-variable pair
for feature checking. Thus, because of wh-movement, English is subject to locality constraints,

e.g., wh-islands and complex NP islands.
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In Atayal and Amis, only null DPs in a Nominative position can build A’-dependencies
with fronting wh-nominals via unselective binding. That is, prospective wh-nominals
cannot possess such A’-construal from a non-Nominative position, as evidenced in
(30)—(31).

(30) Atayal

(a)

(b)

(©)

(d)

ima, qu s<m>oya’ [cqri’ Ciwas  1]?
who NOM <AV>like AV-tease PN
“Who likes to tease Ciwas?”

*ima, qu s<m>oya’  [cqri’ . Tali’]?
who NOM <AV>like AV-tease PN
Intended for: “Who likes that Tali’ teases (him).”

ima, qu s<m>oya’ [bhy-an na Ciwas ¢]?
who NOM <AV>like Dbeat-LV  GEN PN
“Who likes to be beaten by Ciwas.”

*ima, qu s<m>oya’ [bhy-an ¢, qu Ciwas]?
who NOM  <AV>like beat-LV NOM PN
Intended for: “Who likes Ciwas to be beaten by (him).”

(31) Amis
(a) cima, ko ma-olah  [mi-copcop #  ci-Mayaw-an]?
who NOM  AV-like AV-kiss OBL-PN-OBL
“Who likes to kiss Mayaw.”
(b) *cima, ko ma-olah  [mi-copcop ci Mayaw £]?
who NOM  AV-like AV-kiss NOM PN

(©)

(d

Intended for: “Who likes that Mayaw kiss (him).”

cima, ko ma-olah [copcop-en ni Mayaw £]?
who NOM AV-like kiss-PV GEN PN
“Who likes to be kissed by Mayaw?”

*cima, ko ma-olah  [copcop-ent — ci Mayaw]
who NOM AV-like kiss-PV NOM PN
Intended for: “Who likes Mayaw to be kissed by (him).”

(NOM)

(*ACC)

(NOM)

(*GEN)

(NON)

(*ACC)

(NOM)

(*GEN)
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The different behaviors exhibited by DPs in Nominative and non-Nominative positions
indicate that NOM and GEN DPs have different syntactic features and are likely derived
in different ways.

4.2 Successive-Cyclic DP Movement and Nominative DP Constraint

The same Nominative/Genitive asymmetry is also attested in control constructions involv-
ing full nominal DPs. In Atayal, the null DPs in embedded nominative subject position
can be controlled by a matrix NOM DP, as in (32a) and (32b), while the the null DPs in
embedded genitive position are not, as in (32c).

(32) Atayal

(a) NOM-NOM
s<m>oya’ Tali’, [, cqri’ Ciwas e].
<AV>like PN AV-tease PN

“Tali’ likes to tease Ciwas.”

(b) NOM-NOM
s<m>oya’  Tali’, [, bhy-an na  Ciwase].
<AV>like PN beat-LV GEN PN

“Tali’ likes to be beaten by Ciwas.”

(c) *NOM-GEN
*s<m>oya’ Tali’, [, bhy-an qu Ciwas e].
<AV>like PN beat-LV NOM PN
Intended for: “Tali’ likes Ciwas to be beaten by (him = Tali’).”

Likewise, Amis permits pronominal construal of embedded null Nominative DPs but not
null Genitive DPs; that is, a null genitive DP cannot be co-indexed with any referents in
the matrix clause, as shown in (33).

(33) Amis
(a) NOM-NOM
ma-olah [, mi-copcop e ci  Mayaw-an]| ci Panay?
AV-like AV-Kiss OBL PN-OBL NOM PN

“Panay likes to kiss Mayaw.”

(b) NOM-NOM
ma-olah [, copcop-en ni Mayaw e] ci Panay,.
AV-like kiss-PV ~ GEN PN NOM PN

“Panay likes to be kissed by Mayaw.”
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(¢) *NOM-GEN
*ma-olah [, copcop-en e, ci Mayaw] ci Panay,
AV-like kiss-PV NOM PN NOM PN
Intended for: “Panay likes Mayaw to be kissed by (him=Panay).”

Aldridge (2017) proposes that the A/A’-partition for DP movement is not universal. She
proposes Extraction Competition, which states that DPs move only to case positions.
Aldridge cited Davies and Kurniawan’s (2013) work on Sundanese to verify that long-
distance movement must target each subject position (or “Nominative position” in this
paper). In other words, she argues that the case-driven DP-movement is successive-
cyclic, as shown in (34).

(34) Sundanese (Davies and Kurniawan 2013, 114-5, quoted in Aldridge 2017, 5)

(a) Mobil naon nu di-anggap ku Ali
Car  what REL PV-assume by Ali
[(nu) kakara di-beuli ku Hasan]?
REL recently PV-buy by Hasan

“What car did Ali assume Hasan had recently bought?”
Lit: “What car was assumed by Ali to have been bought by Hasan?”

(b) *Mobil naon nu Ali ng-anggap [(nu)
car what REL Ali  AV-assume REL
kakara di-beuli ku  Hasan]?
recently PV-buy by  Hasan
“What car did Ali assume Hasan had recently bought?”’

(c) *Mobil naon nu di-anggap ku Ali
car what  REL PV-assume by Ali
[(mu) Hasan kakara m-euli 2

REL  Hasan recently AV-buy
“What car did Ali assume Hasan had recently bought?”

If Aldridge’s theory of case-driven DP movement is on the right track, then the ungram-
maticality of (32¢) and (33c) might result from the “mismatch” between a Genitive DP and
a Nominative DP. As mentioned in Section 3, Genitive DPs and Nominative DPs have dis-
tinct case features. The former has inherent [GEN] case (i.e., it enters the derivation already
valued GEN), while the case feature of the latter is structurally licensed (i.e., it moves to
[Spec, TP] to check T’s [uNOM] feature). Because Genitive DPs already possess inherent
case, there is no reason for these DPs to move. This is just another way in which Nomina-
tive and Genitive DPs have different features and involve different syntactic derivations.
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4.3 Topicalization and A-dependency

We propose that in Atayal, Genitive DPs lack the [TOP] feature, which prevents them
from undergoing A’-movement to a topic position, unlike their Amis counterparts. This
conclusion is supported by the fact that a Genitive DP cannot be A’-bound by an overt
topicalized argument. Atayal allows Nominative and Accusative DPs to move to topic
position, as shown in (35).

(35) Atayal
(a) Watan,  ga, wal m-ita Rimuy e, la. (NOM)
Watan TOP  PRF AV-see PN CS
“As for Watan, (he = Watan) saw Rimuy.”

(b) hozil qasa, ga, m-aniq hi na bawaw banray e. (NOM)
dog that TOP AV-eat meat GEN top table
“As for that dog, (it) is eating the meat on the table.”

(c) Rimuy, ga, wal m-ita e qu Watan la. (ACC)
Rimuy TOP PRF AV-see NOM PN CS
“As for Rimuy, Watan saw (her = Rimuy).”

(d) Rimuy, ga, pzyux squliq s<m>oya e. (ACCO)
PN TOP many person <AV>like
“As for Rimuy, many people like (her = Rimuy).”

Likewise, Amis also allows null Nominative and Accusative DPs to be A’-bound by
topicalized DPs, as shown in (36).

(36) Amis
(a) Mayaw, an, taroma’=to e, (NOM)
PN TOP come =PRF

“As for Mayaw, (he) came back.”

(b) Mayaw, an, ma-keter e, ci—Panay-anj. (NOM)
PN TOP  AV-scold ACC-PN-ACC
“As for Mayaw, (he) is scolding Panay.”

(c) Panay, an, ma-keter  ci Mayaw . (ACC)

PN TOP  AV-scold NOM PN
“As for Panay, Mayaw is scolding (her).”
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(d) epah’,  an, ma-ola mi-kaen ci Mayaw e.. (ACC)
alcohol TOP  AV-like AV-drink NOM PN
“As for millet wine, Mayaw likes to drink (it)”

Forthermore, in Amis, A’-dependencies involving a Nominative or a Genitive DP, are
allowed without exception in NAV constructions, as shown in (37).

(37) Amis
(a) Panay, an, ma-palo’=to ni Mayaw e, (NOM)
PN TOP PV-beat=PRF GEN PN
“As for Panay, (she) was beaten by Mayaw.”

(b) Mayaw, an, ma-palo’=to e, ci Panay. (GEN)
PN TOP PV-beat = PRF NOM PN
“As for Mayaw, Panay was beaten by (him = Mayaw).”

In Atayal, though, the TOP-feature restriction mentioned above applies in NAV construc-
tions (e.g., Locative voice and Passive voice). In other words, only Nominative DPs are
allowed to undergo topicalization in NAV constructions, as shown in (38).

(38) Atayal
(a) biru qani,  ga, szy-on = myan balay e. (NOM)
book  this TOP  like-LV=1PL.EXC.GEN very
“As for this book, (it) is appreciated by us very much.”

(b) Rimuy, ga, s<n>atu na Yumin e, (NOM)
PN TOP <PV.PST>accompany GEN PN

tehug  Q’wilan.
arrive PN

“As for Rimuy, (she) was accompanied by Yumin to go to Q’wilan.”

However, in Atayal, a Genitive DP cannot undergo A’-movement to a topic position
because it lacks a [TOP] feature, as evidenced in (39).

(39) Atayal
*Ciwas,  ga, szy-on e qu Yumin. (*GEN)
PN TOP  like-LV NOM PN
Intended for: “As for Ciwas, Yumin is appreciated by (her = Ciwas).”
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The sentence in (39) becomes grammatical if a pronominal clitic, which is co-indexed
with the topicalized argument, attaches to the verb, as shown in (40).

(40) Atayal
Ciwas, ga,  szy-on=nya’ qu Yumin.
PN TOP like-LV =3SG.GEN NOM PN
“As for Ciwas, Yumin is appreciated by her (= Ciwas).”

Again, the TOP-feature constraint is attested in this complex construction of Atayal. In
these NAV constructions, only the Genitive DP cannot be topicalized due to the lack
of [TOP]; Nominative and Accusative DPs can still be topicalized, as shown in (41).

(41) Atayal

(a) squliq qasa, ga, kmal Rimuy mbha: (NOM)
person  that TOP say PN say
wal m-ita Watane,  la.
PRF AV-see PN CS

“As for the person, Rimuy says that (he = that person) saw Watan.”

(b) squliq qasa, ga, kmal Rimuy mbha: (ACC)
person that TOP  say PN say
wal m-ita e qu Watan  la.
ASP AV-see NOM PN CS

“As for the person, Rimuy says that Watan saw (him = that person).”

(c) squliq gasa, ga, kmal Rimuy mha: (NOM)
person that TOP say PN say
wal kt-an Watan e, la.
PRF see-LV PN CS

“As for the person, Rimuy says that (he = the person) was seen by Watan.”

(d) Watan, ga, kmal  Rimuy mbha: wal (*GEN)
PN TOP  say PN say PRF
kt-an e squlig qasa la.
see-LV people that CS

Intended for: “As for Watan, Rimuy says that that person was seen by
(him = Watan).”
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5. Beyond “Definiteness”

In the literature, some linguists attribute the distinction between A/A’-movement to
definiteness (Sato 2015, Aboh 2004, among others). However, the conclusion is not
completely true for our target languages, especially Atayal.

Sato (2015, 72) proposes that Javanese follows the so-called definite subject restric-
tion, which states that only proper names and NPs marked with a demonstrative particle
or the definite suffix can appear in subject positions. Moreover, the syntactic subject in
Javanese must be topical (Cole et al. 2002). Furthermore, though topic and focus are
often treated as clausal properties, Aboh (2004) proposes that a nominal structure may
encode these specifications; in other words, there is topic specification within both the
nominal left periphery and the clausal left periphery. Thus, (42a) represents a nominal
topic and (42b) is a clausal topic.'

(42) Gungbe (Aboh 2004, 2)

(@ Séi no xo  [lést  cikdmé  ton Io].
Setuu HAB buy rice Gukome  POSS  DET [+spec;+def]
“Setu habitually buys the aforementioned rice from Gukome.”

(b) [Lést  cikomé ton] ya é no vivi gbau.

rice Gukome POSS TOP 3SG HAB sweet very
“As for the rice from Gukome, it is very sweet.”

It is worth noting that the nominal topic in (42a) can be further topicalized, as in (43).

(43) Gungbe (Aboh 2004, 2)

[Lési  cukomé  ton Io] ya e no
rice Gukome  POSS DETj+spec;+den  TOP  3SG  HAB
vivi gbau.

sweet  very
“As for the aforementioned rice from Gukome, it is very sweet.”

Aboh (2004) proposes that if topicality, assumed familiarity (Prince 1981) and specificity
(Eng 1991) are related in some sense, then the noun sequence in (42a) is marked for
topicality because the referent of this noun sequence is pre-established in discourse. In
(42b), however, the topic of discussion is expressed by a bare noun phrase that may be
interpreted as (+definite) or (+generic) depending on context. He further argues that the

18  According to Aboh (2004), Gungbe distinguishes between non-specific (i.e., non-discourse
anaphoric) and specific (i.e., discourse anaphoric) noun phrases. A non-specific NP surfaces as

a bare NP, while a specific NP is labeled by a specific marker /75 ].

247



TYPOLOGY AND PARAMETERS: A STUDY OF DP ELLIPSIS IN FORMOSAN LANGUAGES

nominal left periphery (or D-system) involves topic and focus projections, whose heads
are realized by determiners or articles and whose specifiers contain the fronted topic
and focus constituents.

(44) Split-D analysis (Aboh 2004, 4)
[DP...[D...top...focus...[NumP...[Num...[FP...N.. 1]

Yet this definiteness-based approach cannot successfully account for all the patterns
of our target languages. For instance, if Aboh’s approach were applied to our target
languages, all the DPs with [+spec, +def] ought to be able to undergo A’-movement to
a topic position. Unfortunately, this is not the case, as shown in (45)—(46).

(45) Amis
(a) ma-palo’=to na tamdaw kira ci Panay.
PV-beat=PRF GEN people that[ﬂpm wen NOM PN
“Panay was beaten by that person.”
(b) tamdaw kira, an, ma-palo’=to e ci Panay.
PN that TOP PV-beat=PRF NOM PN

“As for that person, Panay was beaten by (him = that person).”

(46) Atayal
(a) bhy-an na squlig qasa qu Tali’.
beat-PV  GEN  people that, ... NOM PN

“Tali was beaten by that person.”

(b) *squliq qgasa, ga, bhy-an e qu Tali’.
people that TOP beat-PV NOM PN
“As for that person, Tali’ was beaten by (him = that person).”

In (46b), we see a counterexample to the definiteness-based approach; the Genitive DP
is still excluded from topicalization even when marked with a demonstrative particle.
However, Aboh’s (2004) concept of the D-system provides us an insight into DPs;
that is, a given type of DP can be decomposed into a bundle of fine-grained features.
Along the same lines as Aboh, we further propose that it is [TOP], rather than [+def],
that decides whether a DP can undergo topicalization. Crucially, [TOP] is not uni-
versally available for all DPs. Our comparative study shows that the Genitive DPs of
Amis enter the derivation with a [TOP] feature specification, while the Genitive DPs
of Atayal lack this feature.
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6. Conclusion

According to C.-T. Huang (1984; 2010), a null DP might be construed as a variable,
which is co-indexed with a referent in the discourse/context, and as Pro, which is
co-referential with a matrix argument. Typologically, a discourse-oriented or topic-
prominent language, such as Mandarin Chinese, allows a null DP to be construed as
a variable and as Pro. However, in a syntax-oriented language, such as English, a null
DP can only be interpreted as Pro. In the literature, Formosan languages are treated as
discourse-oriented languages (Wei 2016). However, the dichotomy of syntax-oriented
and discourse-oriented cannot capture the nature of Formosan DPE. Likewise, Y.-L.
Chang (1997) argues that Formosan languages can be further classified as voice-
prominent. Building on this past work, this paper proposes that in some languages,
such as Atayal, the claborate voice system plays a crucial role in the derivation of
DPE. Such voice sensitivity explains why the variable reading is relatively restricted
in non-actor voice (NAV) constructions of Atayal, but free in those of Amis. Specifi-
cally, Atayal does not allow the Genitive DP of a NAV predicate to be deleted, while
such ellipsis is acceptable in Amis. That is, DP ellipsis (DPE) in Formosan languages
exhibits at least two patterns with respect to extraction conditions: voice-sensitive
type as in Javanese (Sato 2015) and non-voice-sensitive type. The parameter for such
a typological distinction can be attributed to a formal feature, namely [TOP]. The
evidence for this conclusion comes from many areas, such as unselective binding,
DP movement and topicalization, and data indicating that Nominative and Genitive
DPs share different syntactic properties. Specifically, Genitive DPs in Atayal cannot
become zero topic traces or null pronominals. This paper argues that the main factor
that determines the availability of DPE is [TOP] rather than [+def]. More importantly,
[TOP] is not universally available for all types of DPs. This feature-based analysis
successfully explains differences in DPE across Formosan languages.
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Abstract: In this paper, we report results of an experiment designed to map the semantic
and pragmatic properties of Czech strong negative polarity item ani “not even” and
a positive polarity scalar particle 7 “even”. In the theoretical part, we focus on the
positive polarity particle i. We describe its acceptability in different contexts (manipu-
lated for likelihood) and environments (upward entailing, downward entailing, ...) as
a result of i’s unlikelihood presupposition, building on Kritka (1995) and Crni¢ (2011).
The experimental data lead us to claims concerning embedded exhaustification which
in some cases allows i to associate with strong scalar elements even in downward
entailing environments. The results of the experiment support the scope approaches to
even-type of expressions in natural languages (and brings arguments against the ambi-
guity approaches to even).

Keywords: PPIs; scalar particles; alternatives; experimental linguistics

1. Introduction

In this paper, we describe an experiment on Czech polarity items and scalar particles.!
The experiment brings new data in support of a pragmatic theory of polarity items
(PI) licensing as formulated in Heim (1984), Krifka (1995) and developed in more

1 We would like to thank Jakub Dotlacil and the audience of OLINCO 2018 for discussion and
comments. We express our gratitude to the anonymous reviewer of our article too.
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detail by Crni¢ (2011, 2012, 2014). The pragmatic theory of PI applied to even (one
of the most prominent and most studied PI) belongs to the scope type of even theories
because it explains some intricate ambiguity patterns via scope interactions between
even and other logical operators in the clause (prejacent) where even appears. Czech
is an important source of linguistic data concerning polarity items and scalar particles
because it is more expressive (in this area) than the more studied English. Consider
sentence (1) from Rullmann (1997, ex. (26)). The sentence is reported by Rullmann
to be ambiguous between a reading where the scalar particle even associating with
the NP Syntactic Structures yields a very unlikely / very remarkable presupposition
(in (1) then a supporting context would be such where reading Syntactic Structures
is a very unlikely/remarkable thing for a linguist to do) and a reading where even
associating with the same NP produces just the opposite presupposition: that reading
Syntactic Structures is a very likely thing for a linguist to do.

(1) They hired every linguist who had even read SYNTACTIC STRUCTURES.

Now we turn to Czech: (1) is disambiguated in Czech w.r.t. the different presupposi-
tions by using two lexical items: i (least likely) even and ani (most likely) even: (2)
and (3). Because ani usually requires clause-mate negation, (2) has to be adopted
(negated) in (3) but because the likelihood part of the meaning is a presupposition, it
projects through the negation.

(2) Piijali kazdého lingvistu, ktery si  pfrecetl
hire-PAST.3PL  every linguist-Acc.SG who SE read-PAST.3SG
i SYNTAKTICKE ~ STRUKTURY.
even  syntactic structure-Acc.PL

“They hired every linguist who had even read Syntactic Structures.”

(3) Prijali kazdého lingvistu, ktery si  nepftecetl
hire-PAST.3PL every linguist-Acc.SG who SE NEG-read-PAST.3SG
ani SYNTAKTICKE ~ STRUKTURY.
even  syntactic structure-Acc.PL
“They hired every linguist who had even read Syntactic Structures.”

Such data (existence of more lexical items corresponding to the English even) were
already observed at least for Greek, Dutch, German, Finnish and Swedish and were
used for so-called lexical/ambiguity theories of even (Rooth 1985; Rullmann 1997;
Giannakidou 2007; a.0.). The ambiguity theories of even basically claim that gener-
ally there is the positive even (such as the Czech i) with a least likely presupposition
and the negative even (such the Czech ani) with a most likely presupposition which
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in some languages (such as English) collapse into one lexical item (resulting in
ambiguity in examples such as (1)). From a general point of view, positing such an
ambiguity repeated in different lexical pairs language after language is suspicious.
Moreover, even if prima facie data such as (2) and (3) seem to point in the direc-
tion of ambiguity approaches, the results of the experiment reported below bear
direct empirical evidence against the ambiguity approaches. Because of that, we will
couch our formalization in the scope approaches to even (Heim 1984; Krifka 1995,
2011; a.0.) but we’ll comment on the consequences for the ambiguity approach
where appropriate.

The structure of the paper is the following: in Section 2 Theoretical background
we introduce the linguistic assumptions behind the experiment: we work with the scope
theory of even; Section 3 Positive even in Czech summarizes the results of the experi-
ment and shows that the scope theory of even predicts the observed data patterns mostly
right; Sections 4 and 5 Summary and Interpretation address some puzzling outcomes
of the experiment.

2. Theoretical Background: Unified Theory of (N/P)PI

and Scalar Particles
In this section, we will first introduce the background theoretical assumptions and
frameworks we use. Based on the previous theoretical works, we will consider Polarity
Items (PI) to be introducing alternatives that are ordered w.r.t. likelihood in a certain
way using a covert operator even which is useful for capturing the nature of the Czech
ani and i.

Let us start with Krifka’s (1995) observation that emphatic (strong) Negative
Polarity Items (NPIs) and Positive Polarity Items (PPIs) are subject to the same proba-
bility-based presupposition (Emph.Assert in Krifka’s terminology): strong NPI in (4a)
becomes acceptable when the sentence is negated: (4b); for PPI fons of money just the
opposite is true: (5a) vs. (5b).

(4) (a) *Mary read even ONE book.
(b) Mary didn’t read even ONE book.

(5) (a) *Mary doesn’t have TONS of money.
(b) Mary has TONS of money.

In our article, we use Krifka’s spirit but rely on Heim/Crni¢ formalization (Heim

1984; Crni¢ 2011; Crni¢ 2014) of Krifka’s ideas. Especially we need the following
ingredients:
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1. PIs are alternative-introducing (stressed ONE in (4) introduces numeral alterna-
tives: 2, 3,4, ...);

2. alternatives are integrated into truth-conditions via the covert even (= Krif-
ka’s Emph.Assert) operator;

3. even is vacuous in truth-conditions but triggers a scalar presupposition.

Even’s presupposition is of the pragmatic nature: the sentence in which even occurs has
to be least likely among alternatives (consider a sentence such as Even Martin Luther
King joined Ku Klux Klan where the alternatives would be other possible individuals,
all of them more probable candidates for joining than MLK). The unlikelihood presup-
position is computed even if even is covert and obligatorily triggered, e.g., by strong
NPIs or PPIs. The formalization of the presupposition is in (6) — after Crni¢ (2014,
ex. (4)).2

(6) even(C)(p,w) is defined only if Vg € C: p#q —p < q.

We will now demonstrate the framework on the basic cases (4) and (5). Consider (7):
in the adopted theory the sentence is unacceptable because it triggers a presupposition
which is inconsistent in any context, namely that all the alternative propositions ({Mary
read 2 books, Mary read 3 books, ...}) are more likely than the prejacent proposition.
Notice that the ranking of likelihood respects entailment and if p — q, then q cannot
be less likely than p (q ¢ p), by way of example: [read 2 books| — [read 1 book] ...
[read 1 book] <c [read 2 books].

(7) (a) *Mary read even ONE book.

(b) even(C)(Mary read one book) is defined only if for all relevant n > 1: Mary
read one book <, Mary read n books. (inconsistent)

It follows then that weak elements (bottom elements of scales) become grammatical
(in case they trigger the even presupposition) if a scale reversing operator intervenes
between the overt (or covert) even and the weak element. A necessary ingredient for
this to work is the scope theory of even: even is allowed to scope over negation or other
Downward-entailing (DE) operators. With this in mind, consider the theoretical expla-
nation of the grammatical (8a) in (8b): negation reverses entailment; consequently, the

2 The symbol < presents the relation between A and B such that A < B means that A is less
likely than B. (We use the symbol < instead of Crni¢‘s <I, but the symbols mean exactly the
same.) p <.q means that all alternatives are less likely that the propositional argument p (in

a given context C).
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prejacent entails all the alternatives and then is the least likely among them. As a result,
the presupposition of (8a) is consistent in all contexts. Note that if even stayed in its
surface scope position, its presupposition (projecting through the negation) would be
as inconsistent as in (7).

(8) (a) Mary didn’t read even ONE book.

(b) even(C)(Mary didn’t read one book) is defined only if for all relevant
n > 1: Mary didn’t read one book <. Mary didn’t read n books.
(consistent)

According to Krifka, the same is operative in the case of Positive Polarity Items (PPIs).
We assume the usual monotonicity of degrees, therefore if Mary in (9a) has tons of
money, she has all lesser amounts of money too, the extreme value (tons of money)
entails all lesser degrees, and the presupposition of (9a) in (9b) is consistent in all
contexts (in this case, even is covert).

(9) (a) Mary has TONS of money.

(b) even(C)(Mary has tons of money) is defined only if for all relevant
n < tons of money: Mary has tons of money <, Mary has n-money.
(consistent)

In the case of an intervening operator (negation in (10a)) the prediction is just reversed
than in the case of strong NPIs: not having tons of money is logically weak because it
is entailed by all lesser degrees (than tons of money); and consequently, cannot be less
likely than all the alternative propositions, the sentence in (10a) is inconsistent in all
contexts (10b).

(10) (a) # Mary doesn’t have TONS of money.

(b) even(C)(Mary doesn’t have tons of money) is defined only if for all
relevant n < fons of money: Mary doesn’t have tons of money <. Mary
doesn’t have n-money. (inconsistent)

The framework introduced above is a very attractive tool for a description of Czech
data: we assume that Czech 7 behaves similarly to PPIs of the TONS OF MONEY type
(or the English even with unlikelihood presupposition in sentences such as (1)). Ani, we
assume, is a counterpart of the English even associating with weak elements (in down-
ward entailing contexts like in (8a) — see (11).
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(11) (a) i “positive even” scalar particle
(b) an-i “not-even” strong NPI

In the rest of the paper we discuss an experiment designed to verify the following
hypothesis:

(12) Expressions which associate with scalar items at the top end of scales exhibit PPI
behaviour.

Notice that the hypothesis is very different from the usual PPI approaches (Szabolcsi
2004, a.o.) focusing on some, disjunctions and other expressions of weak logical nature.
Nevertheless, for a very similar perspective (as the one adopted here) to superlative—
modified numerals as PPIs see Mihoc and Davidson (2017) and Cohen and Krifka
(2014). Next, for the sake of consistency (and also because of space limitations) we will
discuss just a subset of conditions which were tested in the experiment: the experiment
was designed as a mapping territory project, we tested strong NPIs (ani “neg-even”)
in it too, but we will not report details of the whole experiment in our current article.

3. Positive even in Czech

This section summarizes a relation between likelihood and scopal properties of the
Czech i “even” and its PPIs behaviour w.r.t several environments tested in the experi-
ment. We introduce the design of the experiment focusing on i and the results we
found. We experimentally tested whether the Czech i “even” carries the unlikeli-
hood presupposition (discussed in the last section) and whether it behaves like a PPI;
namely, we tested: (i) likelihood properties of i “even” in likelihood manipulated
contexts; (ii) PPIs behaviour and covert even scopal properties. We investigated the
hypothesis (12): whether maximal degrees (plus their appropriate alternatives) can
lead to PPI behaviour.

3.1 Method

3.1.1 Procedure and Participants

The experiment was run on Ibex and the participants filled the experiment online. The
experiment began with instructions and following that the experiment continued with
practice items; then the subjects rated real items and fillers.

We used the Latin square design in both experimental parts. The experiment was
presented in such a way that each item appeared only once in the whole experiment for
each subject, whereas individual conditions cycled with the subjects. The order of items
and fillers was presented to each participant randomly.

The experiment was distributed by HUME Lab — Experimental Humanities labo-
ratory at Masaryk University to the students within a course focused on experimental
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methods taught by HUME Lab. The students received the course credit for their partici-
pation. Fifty Czech native speakers participated in the experiment.

3.1.2 Materials
The experiment consisted of the truth value judgment task: we used the 5-point Likert
scale from 1 (absolutné neprijatelnd véta “completely unacceptable sentence”) to 5
(véta je naprosto v poradku “completely acceptable sentence”). The experiment tested
whether a sentence fits a given context. The context preceded the target sentence. The
experiment consisted of two parts.

Part 1: there were 18 items and 18 fillers in the first part of the experiment in two
sub-conditions: (i) items with i “even”, and (ii) items with ani “not even”. A sample
item including both sub-conditions is shown in (13).

(13) Context: Brown rice can preserve essential vitamins, but it has to be stored in the
fridge, packed in a hermetic container and you have to consume it within three days
after cooking.
(a) Ryze v lednicce vydrzi i tii dny. TOP
“Rice lasts even three days in the fridge.”

(b) Ryze v lednic¢ce nevydrzi ani tfi dny. TOP
“Rice doesn’t last even three days in the fridge.”

(¢) Ryze v lednicce vydrzi i dva dny. MID
“Rice lasts even two days in the fridge.”

(d) Ryze v lednic¢ce nevydrzi ani dva dny. MID
“Rice doesn’t last even two days in the fridge.”

(e) Ryze v ledniéce vydrzi i jeden den. LOW
“Rice lasts even one day in the fridge.”

(f) Ryze v ledni¢ce nevydrzi ani jeden den. LOW
“Rice doesn’t last even one day in the fridge.”

In this article, we describe the first sub-condition, i.e., items with i because we focus
only on PPI-behaviour in the present study. A sample item restricted to the first sub-
condition (positive even) is in (14).%

3 The context used in the examples (13) and (14) remains the same.
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All items were tested in three conditions:
1. TOP: top of the scale (14a)

2. MID: middle of the scale (14b)

3. LOW: low of the scale (14c¢)

(14) (a) Ryze v lednicce vydrzi i tii  dny.
rice-Nom.SG in fridge-Loc.SG last-PRS.3SG even three day-Acc.PL
“Rice lasts even three days in the fridge.”

(b) Ryze v lednicce vydrzi i dva dny.
rice-Nom.SG in fridge-Loc.SG last-PRS.3SG even two day-Acc.PL
“Rice lasts even two days in the fridge.”

(c) Ryze v lednicce vydrzi i jeden den.
rice-Nom.SG in fridge-Loc.SG last-PRS.3SG even one day-Acc.SG
“Rice lasts even one day. in the fridge.”

The logical scale for the contextual alternatives is the following (because of
the contextual entailment, the likelihood is ordered as in (15b)):

(15) (a) x lasts 3 days — x lasts 2 days — x lasts 1 day
(b) xlasts 3 days < x lasts 2 days <. x lasts 1 day

The alternative x lasts 3 days is the strongest one because it entails the alternatives x
lasts 2 days and x lasts I day. Simultaneously, the alternative x lasts 3 days is the least
likely alternative because it is less likely than x lasts 2 days and it is less likely than
x lasts 1 day. The likelihood respects entailment in this case; therefore, the strongest
alternative is also the least likely alternative.* In the experiment we used other contextual
and logical scales too:

(16) (a) logical scale: buy 3 kg of sugar — buy 2 kg of sugar — buy 1 kg of sugar
(b) contextual scale: come often — come sometimes — come seldom

4  Thelikelihoodrespects entailment, but ifthere is no entailment, the likelihood can be manipulated
by a context in any way. The proposition John will win the election is logically independent of
the proposition Mary will win the election and vice versa, but these two propositions are ordered
by likelihood: there are always more likely and less likely candidates in elections; therefore
even if there is no entailment, there is a likelihood ordering between these two propositions. The
likelihood between logically independent propositions can be manipulated by the context, but if the
propositions are in the entailment relation, the likelihood must respect the entailment.
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According to the assumed theories, we predicted that the condition TOP would be the
most acceptable because the positive even should associates with the least likely alter-
native; therefore, we expected the acceptability neither in the condition LOW nor in the
condition MID.

The second part of the experiment consisted of 32 items and 32 fillers in the
same two sub-conditions as in the first part: (i) items with i “even”, and (ii) items with
ani “not even”. A sample item including all five conditions is shown in (17).

(17) Context: A mother would be happy if her son worked for the police. The lowest rank
is a sergeant, the highest is a general and somewhere in the middle is a colonel.
(a) Syn se nakonec nestal ani rotnym. NEG-ANI
“In the end, the son didn’t become neg-even a sergeant.”

(b) Syn se nakonec nestal ani generalem. NEG-ANI-TOP
“In the end, the son didn’t become neg-even a general.”

(c) Jestli se syn stane ani rotnym, bude matka rada. COND-ANI
“If the son becomes neg-even a sergeant, his mother will be happy.”

(d) Otec nechce, aby se syn stal ani rotnym. NR-ANI
“The father doesn’t want his son to become neg-even a sergeant.”

(e) Otec nechcee, aby se syn stal i generalem. NR-I
“The father doesn’t want his son to become even a general.”

(f) Syn nakonec vystudoval biochemii a nestal se i generalem. NEG-I
“In the end, the son studied biochemistry and he didn’t become even a general.”

(g) Jestli se syn stane i generalem, matka bude rada. COND-I-TOP
“If the son becomes even a general, his mother will be happy.”

(h) Jestli se syn stane i rotnym, matka bude rada. COND-I-BOT
“If the son becomes even a sergeant, his mother will be happy.”

We focus now on a subset of conditions examining i “even”:

1. NEG: i in a simple negative sentence (18a);

2. COND-TOP: i in the antecedent of the conditional associating with the top of the
scale element (18b);

3. COND-BOT: i in the antecedent of the conditional associating with the bottom of
the scale element (18c¢).
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In this part of the experiment, we used logical and contextual scales, as in the first
part of the experiment. A sample item restricted to 3 conditions® of all 5 conditions
is in (18).°

(18) (a) Syn nakonec vystudoval biochemii
son-Nom.SG in the end study.PAST.3SG  biochemistry-Acc.SG
a nestal se i generalmajorem.

and neg-become-PAST.3SG  SE  even general-Ins.SG
“In the end, the son studied biochemistry and he didn’t become even a general.”

(b) Jestli se syn stane i generalmajorem
if SE son-Nom.SG become-FUT.3SG even  general-Ins.SG
jeho matka bude Stastna.
his mother-Nom.SG  Be-FUT.3SG happy-Nom.SG

“If the son becomes even a general, his mother will be happy.”

(c) Jestli se syn stane i rotnym
if SE son-Nom.SG become-FUT.3SG  even sergeant-Ins.SG
jeho  matka bude Stastna.
his mother-Nom.SG Be-FUT.3SG happy-Nom.SG

“If the son becomes even a sergeant, his mother will be happy.”

The contextual scale of the alternatives given in the context is the following:

(19) (a) become general — become colonel — become sergeant
(b) become general < become colonel <. become sergeant

The alternative become general is the strongest one because it entails become colonel
and it entails become sergeant. Simultaneously, the alternative become general is the
least likely alternative because it is less likely than become colonel and it is less likely
than become sergeant.

‘We hypothesize that i is PPI; therefore it should be unacceptable in simple negative
sentences. Taking into account Krifka’s/Crni¢’s theory (Kritka 1995; Crni¢ 2011, 2012),

5 The conditions were chosen with respect to the testing of the PPI behaviour of the Czech .
Taking into account theoretical prediction, i is ungrammatical in simple negative sentences, and
it should be grammatical in the antecedent of the conditional associating with the strong element
(COND-TOP) unlike associating with the weak element (COND-BOT) because PPIs associate
with the strong element.

6  The context used in the examples (17) and (18) remains the same.
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we expected that only a weak element should be grammatical in the antecedent of condi-
tional, not a strong element (predicted preference of COND-BOT over COND-TOP).

3.2 Results

The fillers were uncontroversially grammatical/acceptable, and we checked whether
the average of each participant’s responses to ungrammatical fillers was lower than the
average of their responses to grammatical fillers. All the participants successfully passed
the fillers; therefore, we kept all participants in the subsequent analysis. Responses in the
experiment were modeled by linear mixed-effects models (in R package /mer).

3.2.1Part1

To model the data, we constructed a mixed linear model which tested whether the subjects’
answers can be predicted from a condition (fixed effect) and whether the conditions are
statistically significantly different. The model had one predictor, i.e., reference level condi-
tion: MID (relevelled) and all fixed effects were significant (the model also included random
effects for subjects and items). The model reports that the condition LOW was significantly
different from the condition MID and it shows that the condition TOP is significantly
different from the condition MID as well.” The output of the model is reported below:

Fixed effects:

Estimate Error df tvalue Pr(>|t))
Std.
(Intercept) 3.3500 0.1915 14.2807 17.491 4.80e-11
skeksk
Condition LOW  -1.0257 0.1415 382.4998  -7.246 2.38e-12
sk
Condition TOP  0.6831 0.1415 382.4998  4.826 2.02e-06
seskosk

Table 1. The statistical output: Part 1

(Intr) Cndtnl
Condition LOW  -0.370
Condition TOP  -0.370 0.500

Table 2. Correlation of Fixed Effects: Part 1

7  Three stars for each condition symbolize the high statistical difference between the given
condition and the reference level.
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Error bars® of the individual conditions of the first part are shown in Figure 1.

4.0-

3.5-

Answer

3.0-

2.5

low mid top
Condition

Figure 1. Results of part 1

The statistical output and descriptive statistics clearly show:

i.  the high preference for strong expressions associating with i (TOP was signif-
icantly better than MID);

ii. the unacceptability of weak expressions associating with i (LOW was signifi-
cantly worse than MID);

iii. in linguistic terms: 7 required the least likely alternative;

iv. in-between-acceptability for MID condition (which was not expected) can be
explained in various ways. The first conceivable option (suggested as a possi-
bility by Crni¢ [2011] as well for a bit different type of cases) is to weaken the
universal quantifier from (6) to an existential quantifier, in other words, to claim
that just some of the alternatives have to be more likely than the prejacent. But

8  Error-bars graph shows the variation, which from the data, you would expect can occur if
repeating the experiment with different subjects. It is not a real variation among participants but

an expected variation across experiments.
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the result of our experiment shows that such a move is unmotivated because
then it would be expected that MID and TOP conditions would be acceptable to
the same extent — contrary to the facts. Another option is to blame the accept-
ability of MID on domain manipulation (clearly the universal presupposition
of (6) is not satisfied in MID) and this is the route we take: we suggest that
participants shrunk the domain to two alternatives only instead of three alterna-
tives in such a way that they took into consideration alternatives x last I day
and x lasts 2 days; therefore, the alternative x lasts 2 days was the strongest one
in this case (and satisfying the universal presupposition). But the shrinking of
the domain does not lead to the same high acceptability as the condition TOP
with all three alternatives because additional operation (shrinking) had to be
processed. As suggested by the anonymous reviewer, such shrinking in itself
does not explain the lowered acceptability of MID, since an additional operation
(shrinking) does not necessarily lower the acceptability of conditions. We agree
on that point but still believe that the shrinking of the domain is the only viable
theoretical explanation of the observed facts. Nevertheless, we plan to construct
a follow-up experiment where we will test on more dense scales whether the
effect will be gradable: such gradability would be another supporting evidence
for the shrinking of the domain solution (e.g. in a 10-points domain, association
of i with 9 is expected to be more acceptable than association with 6).

3.2.2 Part 2

In the second part, we again constructed a mixed linear model of the acceptability of the
three conditions (the conditions were fixed effects) to model the data. The model had
one predictor, i.e., reference level condition: COND-BOT and each condition (COND-
TOP and NEG) was significantly different from the condition COND-BOT (the model
again included random effects for subjects and items).’ The output of the model follows:

Fixed effects:

Estimate Error df tvalue Pr(>t|)
Std.
(Intercept) 3.0210 0.1234 112.5777  24.490 <2e-16 ***
Condition 0.5883 0.1293 515.7070  4.551 6.66¢-06
COND-TOP oAk

Condition NEG  -1.2590 0.1285 531.0764  -9.801 <2e-16 ***

Table 3. The statistical output: Part 2

9

As in part 1, a highly significant difference between each condition and the reference level

condition is represented by three stars.
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(Intr) CndC-T
Condition COND-TOP  -0.521
Condition NEG -0.520 0.499

Table 4. Correlation of Fixed Effects: Part 2

Error bars of the individual conditions of the second part are shown in Figure 2.

3.5-

3.0-

Answer

2.5-

2.0-

Cond-Bot Cond-Top Nég
Condition

Figure 2. Results of part 2

Results of the second part show that:

i. i prefers to associate with strong elements but not so uncontroversially as in
simple sentences in the first part of the experiment (COND-TOP was signifi-
cantly better than COND-BOT);

il. 71is ungrammatical in negative sentences (NEG);

iii. [ associating with the top of the scale is more acceptable than with the bottom
of the scale in the antecedent of the conditional, but both are better than NEG.
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3.2.3 Overall Results
Putting the first part and the second part together, the descriptive statistics showing
means and medians'® of the individual conditions is the following:

Condition Means Medians
1 COND-BOT 2.994898 3
2 COND-TOP 3.663265 4
3 LOW 2.326531 2
4 MID 3.340136 4
5 NEG 1.780612 1
6 TOP 4.040816 5

Table 5. Means and medians of the individual conditions

Error bars of the individual conditions of both parts are shown in Figure 3.

T

3.5-

Answer
w
5
=

25-

2.0-

1

Cond-Bot Cond-Top  Low Mid Neg Top
Condition

Figure 3. Overall results

10 The mean differs from the median in that the mean is the average of all numbers whereas
the median is obtained by ordering all numbers from the smallest number to the largest one and

then the central value (or the average of the two central value) is taken.
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The most surprising result of the experiment is the preference of Czech native
speakers for strong elements in the antecedent of the conditionals (conditions COND-
TOP > COND-BOT); in other words the pseudo-Czech version of the two conditions
from the example item in (18) repeated here as (20) shows the acceptability as indicated
by question marks. This is surprising as the antecedent of conditional is Strawson-DE
environment, and consequently, only weak elements are expected to be grammatical if
associated with (by hypothesis) PPI i.!! The two presuppositions of the strong and weak
elements are shown in (21a) and (21b). We will deal with this discrepancy between the
predictions of the theory and the experimental results in the next section.

(20) (a) ? If the son becomes i general, then ...
(b) ??1f the son becomes i sergeant, then ...

(21) (a) even(C) (if the son becomes general, ...) is defined only if for all relevant
alternatives a € {sergeant, mayor, general}: if the son becomes general, ...
<. if the son becomes a, ... (inconsistent)

(b) even(C) (if the son becomes sergeant, ...) is defined only if for all relevant
alternatives a € {sergeant, mayor, general}: if the son becomes sergeant, ...
<. if the son becomes a, ... (consistent)

Another result of the experiment bears on the question of choosing the right theory
(scopal/ambiguity) for even (cross-linguistically). The results of our experiment are at
least unexpected from the perspective of ambiguity theories: in simple cases i behaves
like the positive even postulated in such theories but in a more complex context it
allows not only the association with strong elements (the condition COND-TOP) but

11 Note that the conditionals are Strawson-downward entailing, analogically to the restriction
of plural definites and universal quantifiers. The entailment pattern for Strawson-DE is illustrated

below:

(i) (a) Ifthe son becomes sergeant, his mom will be happy.

~ Vw € Acc[the son becomes sergeant in w — the mom happy in w]
(b) Tt is possible that the son will become mayor or more.
(c) {w: the son becomes mayor or more in w} < {w: the son will become sergeant in w}

(d) E If the son becomes general, his mom will be happy.
~V w € Acc[the son becomes general in w — the mom happy in w]
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even also with the weak elements (the relatively acceptable condition COND-BOT); in
other words: it shows both the unlikelihood and the likelihood presupposition derivable
by different scopes of even predicted by the scope theory but unavailable in the ambi-
guity theories, where elements like 7 are described as having a rigid scope and only the
unlikelihood presupposition.

4. Summary

Let us now summarize the experimental results. We tested the Czech 7 in several condi-
tions with respect to its likelihood and scalar properties, plus its PPI behaviour. Now we
will discuss the linguistic consequences of the experimental results.

We can summarize the results of the experiment in the following manner: the
condition TOP and NEG in (22) are reference level conditions, TOP being the positive
benchmark and NEG the negative one. All the other conditions lie in the acceptability
interval between the two: (23). The PPI analysis of i as a Czech even contributing
the unlikelihood presupposition then explains all the conditions with the exception of
COND-TOP. The acceptability of TOP and unacceptability of LOW are straightforward
because i can associate with the strong element in a simple sentence but not with the
weak element which contributes to the prediction of the PPI behaviour of i. The worst
status of NEG under the PPI analysis is uncomplicated. In fact, we consider the worst
acceptability of NEG to be a consequence of the concurrence of i in grammar with ani.
However, as in this article we focus on i and the PPI analysis explains the NEG worst
acceptability as well, we leave more detailed scrutiny for future research. We will focus
on the antecedent of conditionals in the following section because the pattern is not so
unproblematic as other conditions.

(22) (@) v [...i +TOP...] Top
(b) *~[...7...] Neg

(23) (a) if[...i + TOP ...] Cond-Top
() [...i + MIDDLE ...] Mid
(c) if[...7 + BOTTOM ...] Cond-Bot
(d) [...i +LOW ...] Low

5. Interpretation

As was observed before, in most cases the scope theory of even can be applied directly but
in the case of Strawson-DE environments the Czech i may associate either with the weak
element or the strong element; however, the PPI-behaving even should be grammatical
when associating only with weak elements in this environment (COND-BOT). Let us
repeat the problematic conditions in (24) — such a pattern is problematic for the even-
approaches to PIs. But there is already a theoretical solution based on a very similar type
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of pattern: Crni¢ (2012) notices that, unexpectedly, a sentences such as the one in (25) is
acceptable for English native speakers: its acceptability is unexpected for similar reasons
we discussed w.r.t. (24): universal quantifier in (25) is entailed by the alternative existen-
tial quantifier, so cannot be less likely; the calculation of the presupposition is in (25a).

(24) (a) ? If son becomes i general, then ...
(b) ?7?If son becomes i sergeant, then ...

(25) Even if John read ALL of the books, he will fail the exam.
(a) even(C)(if John read all book ...) is defined only if John read all book
... <¢ if John read some books ... (inconsistent)

Crni¢’s solution to the problem is the following one: he claims that the alternatives
computed by even are not the expected alternatives in (26a) but exhaustified alterna-
tives in (26b). The alternatives in (26b) are logically independent and consequently can
be ordered on a likelihood scale in any way compatible with the context. This is similar
to logically-independent propositions {John will win the race, Mary will win the race}
which can be ordered by likelihood in any reasonable ranking compatible with the
context. If the alternatives for (25) are the ones in (26b), even the strong element in the
SDE environment can trigger a consistent presupposition. The technical implementa-
tion of this idea, again following Crnic, is via embedded exhaustification, as shown in
(26¢). The exhaustification operator similar in meaning to the English focus sensitive
particle only is defined in (27).

(26) (a) {thatifJohn read all of the books, he will fail the exam; that if John read some
of the books, he will fail the exam}

(b) {thatif John read all of the books, he will fail the exam; that if John read some
but not all of the books, he will fail the exam}

(c) [even Cy] [if [exh Cy] [John read ally of the books] he will fail the exam]

(27) exh(C)(p,w) =1l iffp(w)=1and V qe€ C[p € q — q(w) =0]
all the alternatives not entailed by the prejacent are false

It is easy to apply such reasoning to our experimental results: the problematic configu-
ration has a logical form in (28) where even scopes over an embedded exhaustification
operator. Again, the alternatives which are produced by the exh-operator — (28a) — are
logically independent and can be manipulated by the context. In our case the presup-
position of even is consistent. Moreover, the exhaustification strategy predicts that in
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this case the linguistic context ranks the likelihood; in the example at hand correlating
a mother’s happiness with the rank of her son’s hierarchy corresponds to our common-
sense view of the world and can explain why top-elements were more acceptable in
items analogical to (28).

(28) [even Cy] [if [exh C] [son becomes generalr] mother will be happy]
(a) {that if the son becomes general, his mother will be happy; that if the son
becomes mayor and not general, his mother will be happy; that if the son
becomes sergeant and not general, his mother will be happy}

The most unlikely and the most likely interpretation of the Czech i is the most surprising
and to some extent controversial. It was noticed in the current psycho-linguistic literature
(Altmann and Steedman 1988, Frazier 1978, a.0.) that sine qua non-human parser selects
a simpler syntactic (or semantic) structure over a more complex one. But embedded
exhaustification we postulated as a theoretical tool for explaining the higher accept-
ability of COND-TOP over COND-BOT is semantically more complex in the case of
COND-TOP, as the LF of COND-TOP involves one more level of alternative embedding
(the exh-operator) than in case of COND-BOT. We believe that the results of the experi-
ment present good empirical arguments for the embedded exhaustification, but naturally,
its usage poses non-trivial questions too. One immediate prediction which can lead us
forward in answering at least some of them is the following one in (29). The prediction
simply states the consequences of our analysis: if i-association with strong elements over
interfering scalar-reversing operators is a result of embedded exhaustification, it should
lead to unacceptability in the cases of blocked or weakened exhaustification. And there
seems to be some empirical evidence in favor of such a prediction.

(29) Prediction: the environments where the exhaustification is blocked or weakened
should not allow association of even with strong elements.

Crni¢ (2012) assumes that obligatory exhaustification in (30a) — without embedded
exhaustification (=... read some but not all ...) the sentence would be unacceptable — is
related to acceptability of a/l in (30b). But because exhaustification in the scope of
doubt in (31a) is weakened, the sentence is less acceptable and a strong element in
(31b) cannot be associated with even. It remains to be established whether good empir-
ical support of this prediction can be found — which is our project for future research.

(30) (a) The students who read some of the books failed the exam but also the students
who read all of the books did.

(b) Even the students who read ALL of the books failed the exam.
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(31) (a) ?1 doubt that John read some of the books, but I also doubt that he read all of
the books.

(b) ?1 even doubt that John read ALL of the books.

6. Conclusion

This article reports the results of an experiment focusing on the scalar particle i “even”.
The results of the experiment bring empirical support for theories treating scalar parti-
cles and their distribution with respect to classes of expressions admissible as their
focus associates as derivable from a unlikelihood presupposition. The individual pieces
of the experimental data lend support to the following sub-conclusions:

1. i“even” carries an unlikelihood presupposition; in environments which do not satisfy
the presupposition (LOW), i becomes ungrammatical — this supports Heim (1984),
Krifka (1995) and Crni¢ (2011) type of scalar particles/polarity items theories;

2. i’s presupposition is interpreted with wider scope than scale-reversing operators
(COND-BOT); if i cannot associate with weak elements across a scale reversing
operators, it is un-acceptable (NEG — possibly also outcome of i competition with
ani) — in support of a PPI analysis of even such as Rullmann (1997); see Hoek-
sema (2009) and Morzycki (2012) for a similar approaches to swarm construc-
tions and extreme adjective respectively;

3. in some cases 7 allows association with strong elements across a scale-reversing
operator too (COND-TOP): this results from an embedded exhaustification as
observed for even associating with universal quantifier in Crni¢ (2012);

4. as discussed in more detail at the end of Section 3, our experimental results
strongly prefer the scope theories of even, since the proposed rigid unlikelihood
presupposition of i (in the ambiguity theories) goes against the observed ambi-
guity of this Czech even: both the most unlikely and the most likely interpretations
were acceptable in the antecedent of conditionals, as discussed in Section 5.

Our experimental results strongly support the hypothesis of the PPI behaviour of the Czech i;
however, the PPI hypothesis predicts preference of the condition COND-BOT over the
condition COND-TOP which was not experimentally confirmed. We suggest that the PPI
behaviour in the antecedent of the conditional is masked by the embedded exhaustification.
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Abstract: The paper aims to demonstrate that the occurrences of recursion in narrative
and dialogue discourse of a person with schizoaffective disorder, both at the syntactic
and pragmatic levels, support known deficits of linguistic functions in an acute phase.
The case study describes the language usage of a right-handed male with schizoaffective
disorder (bipolar type), in an acute relapse. The analysis can be divided into three major
parts. In the first part general cognitive abilities were studied. The second part includes
results of sentence-level tasks. And finally, the appearances of recursive structures were
examined in spontaneous speech tasks and in an interview. Hypotheses were as follows:
we sought to find out whether (1) spontaneous embedding in his speech production
is present and, if it is, what pattern it may have. We assumed that (2) the topic will
be about himself; his utterances will be characterized by syntactic recursion; while
(3) pragmatic recursion will be less apparent.

Keywords: schizophrenia, schizoaffective disorder, language, recursion, embedding

275



PRAGMATIC AND SYNTACTIC RECURSION OF A PERSON SUFFERING FROM SCHIZOAFFECTIVE DISORDER

1. Introduction

According to Crow’s theory, language and psychosis have a common evolutionary
origin (Crow 1997; 2000). Mitchell and Crow (2005) explain that language is linked
to both hemispheres. The main linguistic symptoms of schizophrenia could be consid-
ered as a disorder of coordination between the two hemispheres. “Recursion” (under-
stood as embedding) may be the one crucial domain-specific feature of linguistic ability
(Levinson 2014, 6).

1.1 Schizophrenia
The first and comprehensive description of the disease was given by Emil Kraepelin
(1856-1926). He set up a symptomatic criteria system which is also used for
today’s diagnostic systems (DSM' and ICD?) (see Bitter and Fiiredi 2000). According
to the DSM-5 (2013), the following criteria of symptoms represent the disease:
(1) delusions; (2) hallucinations; (3) incoherent speech; (4) strikingly disintegrated
or catatonic behavior; and (5) negative symptoms, i.e. emotional emptiness, alogia,
or lack of willingness. The disease is also characterized by social and occupational
dysfunctions. An additional important criterion of the disease is the durational aspect:
some signs of the disorder must last for a continuous period of at least 6 months. This
six-month period must include at least one month of symptoms (or less if treated)
that meet criterion A (active phase symptoms) and may include periods of residual
symptoms. During residual periods, only negative symptoms may be present (DSM-5
2013).2

There are several different ideas for the development of schizophrenia from an
etiological point of view: neurochemical, neuroanatomical, psychological and genetic
factors may also be present in the background of the disease. Even though numerous
studies approached schizophrenia in various ways, specific genetic, neurobiological
or environmental factors have not been identified so far. Returning to the former spec-
trum theory holds promise to outline a possible endophenotype (see Tringer 2010,
305). The presumed endophenotype concept is closely related to Crow’s theory, which
explains schizophrenia on the evolutionary side: “schizophrenia is the price that homo
sapiens pays for language” (Crow 2000, 118). He assumed that the underlying reason

1 DSM= Diagnostic and Statistical Manual of Mental Disorders.

2 ICD: International Statistical Classification of Diseases and Related Health Problems.

3 DSM-5 is commonly used in clinical researches worldwide, however, ICD codes are also
widely used for medical statistics and health record systems. Most of the tests used in clinical
research, such as SCID-I and -II (Structured Clinical Interview for DSM-5) or PANSS (Positive
and Negative Syndrome Scale), are all based on DSM-5 interview and diagnostic criteria system.
The DSM-5 and ICD-10 classifications are in harmony with each other; those are complementary,

rather than exclusive.

276



ESZTER KARPATI, ANITA BAGI, ISTVAN SZENDI, LUJZA BEATRIX TOTH, KAROLINA JANACSEK, ILDIKO HOFFMANN

for the “preservation of schizophrenia”, as a possible point of connection, may be
the genetic changes that cause lateralization. Kéri and Janka (2003, 731) summarize
Crow’s approach as follows:

It is accepted by many that a significant proportion of lexical, semantic, and prag-
matic aspects of the language is linked to the left temporal areas. The right side of
these left temporal areas are thicker in the majority of the population. This asymmetry
in schizophrenia is often lacking, and the corpus callosum, which connects the two
hemispheres, has also been reported to have differences compared to the brains of

healthy people.*

In our case study, we analyzed the results of a person with — according to his
last diagnosis — schizoaffective disorder. In accordance with basic findings (cf. Tringer
2010, 317-20), schizoaffective psychoses are psychotic states situated somewhere
between the various types of schizophrenia and affective disorders, which, according
to their classification, more closely resemble affective disorders. Pursuant to
Tringer’s summary, schizoaffective psychoses “absorb” the symptoms of schizophrenia,
but the progression has characteristics similar to affective psychoses. Any mix of
symptoms may occur. Diagnostic criteria rely on the existence of typical symptoms
of schizophrenia in addition to severe depression and mania symptoms (Tringer 2010;
Nussbaum 2013; Bitter and Fiiredi 2000). The behavior of affected people is seriously
disorganized, symptoms often develop in a day or two. As it is a “mixed disease”, we
can talk about depressive and manic type of schizoaffective disorder (based on Tringer
2010, Nussbaum 2013).

1.2 Language and Thought Disorders

Thought disorders were divided by Cutting and Murphy into two categories: internal
thinking disorders, and language and speech disorders. (Lieberman et al. 2006, 205)
There are several types of thought disorders: derailment and incoherence (where the
logical relations are violated or lost between words and sentences in the patient’s speech);
tangentiality (gradually moving away from the topic); illogicality (illogical answers);
circumstantiality (unnecessarily details); in addition, a very characteristic symptom
may be the so-called clanging (rhythm association) phenomenon.’ Another significant
symptom could be the using of neologisms. Abstract thinking may also become difficult,
in addition echolalia or thought block, or even (in extreme cases) mutism can develop
(Lieberman et al. 2006, 207-8).

4  Translated by Anita Bagi.
5 An example of clanging: “He went in entry in trying tying sighing dying ding-dong dangles
dashing dancing ding-a-ling!” (Grinnel 2018).
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Besides, the first and perhaps most striking symptom of schizophrenic language
is contextual disorder. Contextual sensitivity can be described by word-recall and
memory tasks. Schizophrenic patients provide better performance in semantic word
study tasks compared to recall tasks of unrelated words. It can be assumed that it is not
the disorders of lexical systems that cause the language deficit, but rather the disorders
of imprinting strategies. (Lieberman et al. 2006, 206).

Covington et al. (2005) summarizes works about schizophrenia and language,
which are sometimes quite contradictory. In prosody deviations from the healthy
control groups can be detected: on supra-segmental levels intonational differences
can be detected; additionally, lack of tone and intonation may appear as a negative
symptom.

From the aspect of speech production on the one hand, spontaneous speech tasks
examined the complexity of communicated thoughts. It was found that the message
communicated by people with schizophrenia is less complex than that of the healthy
controls, but in the case of patients with better performance, there were higher involve-
ment with depression and anxiety disorders (Moe et al. 2015). On the other hand, the
above-mentioned prosodic abnormalities and possible characteristics were investigated
(Bedwell et al. 2014; Martinez-Sanchez et al. 2015; Elvevag et al. 2010), as well as
fluency and disfluency of speech, i.e. quality and rate of the silent and filled pauses
(Alpert et al. 1997; Rapcan et al. 2010).

From the perspective of speech perception, the social cognition of people with
schizophrenia is an interesting direction of research: subjects were asked to make deci-
sions about utterances with different emotional prosodies, and they performed worse
than the healthy controls (Brazo et al. 2014).

The involvement of morphology is not characteristic, Covington et al. (2005, 90)
cite examples from Chaika and Kleist. The syntax is intact, but semantics and the
structure of discourse might be violated. Other authors, however, found differences in
syntactic complexity: subjects with schizophrenia had worse results in comparison with
the healthy control group (Meilijson et al. 2010). Perlini et al. (2012) also found a mild
deviation between bipolar and schizophrenic patients in the aspects of speech tempo,
local and global cohesion elements. Andor (2016) wrote about the status of the keyword
(or the lack of it) in Hungarian. One of the most striking disorders occur at the level of
pragmatics: “strange words in strange context” (cf. Nagels-Kircher 2016; Noonan 2014).

Garab (2007) summarized linguistic-based examinations of the executive func-
tions, but these studies do not primarily approach the results from the field of lingui-
stics. The importance of prefrontal cortex and thus the importance of executive func-
tions, and the deficits of pragmatic abilities can also be observed in patients with right
hemisphere injuries (cf. Toth—Ivasko 2012).

In present case study, the results of a person with schizoaffective disorder were
analyzed. Due to the mixed symptoms of the diagnosis, we should also describe the
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language symptoms that may appear alongside the possible language manifestations
of schizophrenia. Schizoaffective disorder is between schizophrenia and affective
disorders (see above Section 1.1), therefore, it can add the symptoms of bipolar
disorder as well (Tringer 2010).

Bipolar disorders generally have two distinct states: depression and mania.
Frequency is equally around 1% in both sexes; it manifests around the age of 30
(Tringer 2010, 265). It can be classified into three types: bipolar disorders I and II
and cyclothymia. According to the duality of the disorder, depressive and manic main
symptom groups could be distinguished (Tringer 2010, based on Nussbaum 2013).

The characteristics of the depressive symptom group are as follows. Mood
disturbances can range from mild discomfort to deep vital depression. The patients’
gestures become poorer or completely disappear; their speech is quiet, slowed down,
perhaps it is just one word. Along with it, thinking also slows down, the patient
is unable to discard a particular topic or incapable of making decision. An early
symptom may be a distraction of attention and concentration: it is reported by those
concerned that if they try to read, only “their eyes read”. The person becomes tired
and often becomes completely incapacitated. In severe depression, psychotic symp-
toms can also occur, such as hallucinations and delusions (based on Tringer 2010 and
Nussbaum 2013).

The features of the manic symptom group are as follows. The abnormal eleva-
tion of the mood level can range from the cheerfulness to the ecstatic delight. The
patient’s attention is hyperprosex: it grabs every tiny detail, but does not bind it
permanently. Thinking and associations are accelerating, sometimes there is racing
thought, and this is reflected in the secondary incoherence of speech. The manic
patient is characterized by logorrhea, the speech is often uninterrupted, in which the
goal is difficult to recognize, and other times frequent and difficult to follow topic
changes. There may also be sound associations in mania as well (Tringer 2010).

Articulatory movements of a depressed patient slow down — this is reflected by
the speech rate, while in the case of a manic patient we see an acceleration. In addi-
tion, prolonged recall time has also been shown for words with repressed emotional
content — presumably because of inhibition (GOsi-Greguss et al. 2004, cited by Gdsy
2005, 339). Increasing the duration of vowels is frequent, while speech is quiet and
weak, and the prosody is poor for an anxious person (Gosy 2005, 339). The linguistic
characteristics of bipolar disorder are also twofold due to the two groups of symp-
toms: both in terms of quantity and quality of speech; from the speech rate to the
differences in theory of mind result (Simon et al. 2011).

1.3 Recursion

“Beginning with Bar-Hill (1953), countless studies have argued that recursion is the
tool that allows people to create a potentially infinite number of different sentences”
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(cited by Banréti and Mészaros, 2011, 9).° However, it can be seen that the various
scientific fields provide different definitions of the concept of recursion. In our study,
beside the definition of syntactically embedded recursion, the following recursion
concepts will be used.

The present study used a method of Banréti et al. (2011). Their concept of specific
recursion is based on Chomsky’s (1957) approach, according to which “computational
operations of language recursively construct syntactic objects from the selected lexical
units and the syntactic objects which had already been formed.” (Banréti and Mészaros
2011, 9.) Syntactic objects (language expressions) can be interpreted as combinations
of smaller syntactic objects.

Such a recursion in terms of hierarchical grouping allows the concept of specific
recursion: repeatedly embedding a syntactic-structural component into the same type
of structural component, for example a clause into a clause, a noun phrase into a noun
phrase or detection of a word as a component in a compound word. ... This recursion
concept does not contain regulations to the amount of operations, using a previous
output as an input once is just as much a recursive operation as if (in principle) it was
repeated infinitely.’

Thus, structural (formal) recursivity can appear on the level of words, phrases and
also on the levels of sentences. According to Hauser, Chomsky and Fitch (2002), the
recursive nature of syntax is the only feature of language that is domain-specific, and
this is responsible for the species-unique character of human language. Levinson,
however, emphasizes the use of language instead of the linguistic structure (2014,
3). An important consequence of it is that he examines its role in understanding.
The capacity for understanding central embedding, as a kind of recursion, is finite in
sentences. Even degree 3 (embedding within an embedding within an embedding) is
difficult to follow (e.g. Karlsson 2007). It can be assumed for longer spoken language
utterances (narratives) that final embeddings are more frequent: the right-branching

6  Translated by Anita Bagi. In Hungarian: “Bar-Hilleltdl (1953) kezdédden szamtalan
tanulmany érvelt amellett, hogy a rekurzié az az eszkdz, amely lehet6vé teszi, hogy az emberek
potencialisan végtelen szamu, kiilonb6z6 mondatot hozzanak 1étre.”

7  Translated by Anita Bagi. In Hungarian: “az ilyen hierarchikus csoportositas értelmében
vett rekurzié megengedi a specifikus rekurzidé fogalmat: egy szintaktikai-szerkezeti 9sszetevd
ismételhet6 beagyazasat azonos tipust szerkezeti dsszetevobe, példaul tagmondat beagyazasat
egy tagmondatba, fonévi szerkezet beagyazasat egy fonévi szerkezetbe vagy egy szo
komponenseként vald azonositasat egy Osszetett szoban. . . . E rekurziofogalom nem tartalmaz
a miveletek mennyiségére eldirast, a korabbi outputnak inputként torténd felhasznalasa egy

alkalommal éppen gy rekurziv miivelet, mintha (elvileg) végtelen sokszor ismétlddne.”
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structures characterize spontaneous speech, while central embeddings characterize
pre-conceived, consciously edited speech, or written text.

The narrative is a “mental model” the defining property of which is its unique
pattern of events over time (Bruner 1991, 6): it reveals the patterns that characterize the
speakers themselves. Narrative and descriptive texts can also be considered as repre-
sentation of narratives — assuming that the character of the text the speaker creates
reflects the available presets, scripts and macrostructures.

In interactive discourse just as in narratives the basic units are utterances, not
sentences. “There are embeddings in interactive discourse that have the same basic
properties exhibited in sentential syntax, but that are distributed over two (or more
speakers). But in this case there is no parallel limit on embedding — multiple embed-
dings seem in principle indefinite, certainly at least to degree 6 (Levinson 2013, 154).
The ability to plan and execute common activities is the background for dialogues and
speech acts (which are creating them), so it can be assumed that “mental time travel”
supports the recursive nature of language (Corballis 2012; 2014, 27).

2. Materials and Methods
The study was approved by the Ethics Committee of the University of Szeged, and it
was conducted in accordance with the Declaration of Helsinki.

2.1 Subject
The subject of the case study is BT. His latest diagnosis was schizoaffective disorder, bipolar
type — at the end of an acute relapse. At the time of the examination (July 4-13, 2017), his
age was 30 years, right handed, his education in years was 18. His previous diagnoses
were the following: 2005: F2.380 other acute and temporary psychotic disorders; 2007:
F20.00 paranoid schizophrenia; 2012: F20.90 unspecified schizophrenia + F31.00 bipolar
affective disorder, hypomanic episode; earlier in 2017: F20.00 paranoid schizophrenia.?
His premorbid personality is in the upper zone of average intelligence; graduated
as a social worker; open and friendly. First prodromal signs were at his age of 18: there
was a short, just a few weeks long behavioral change during and after the stork camp.
His first psychotic episode (FEP) was at the age of 18. It had a fast progression
with psychotic transition in a few days (provoked by a slight alcohol consumption).
Leading symptoms were as follows: attention distractivity, conceptual disorganization,
grandiosity, paranoid behavior, bizarre and destructive behavior, ambivalence, ambi-
tendence, indifference and puerile behavior. His first psychiatric hospitalization was
relatively short (2.5 weeks) with rapid therapeutic response (Risperidone 4 mg/day).
About psychotic relapses: FEP was followed by 3 other relapses (with 4 hospita-
lizations:

8 ICD-10-codes from International classification of diseases.
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e  Episode 2 (drug omission): at age 20 (2 weeks of hospitalization, Risperidone
6 mg/day)

e  Episode 3 (with maintenance therapy): at age 25 (2.5 and 3.5 weeks of hospita-
lization, Risperidone Consta 37.5 mg/2 weeks + Risperidone 1 mg/day followed
by Risperidone Consta 50 mg/2 weeks after second hospitalization) Risperidone
6 mg/day + Valproate 1000 mg/day)

e  S-year compensated period (Paliperidone worked well after Risperidone; the
cause of change is unknown; Aripiprazole had not been switched on, soon after
changing episode 4 happened — cause of change is unknown)

e  Episode 4 (in connection with drug change): at age 30 (3 weeks of acute hospitaliza-
tion followed by rehabilitation hospitalization; Paliperidone Depot 150 mg/4 weeks
+ Paliperidone 9 mg/day)

Developmental data: There was no perinatal injury (Chernobyl catastrophe
preceded the conception by 3.5 months that the family had allowed). There was no
cranial trauma with unconsciousness (in his childhood he hit his eye area on a smoking
table, sometimes he knocked his head against the wall slightly). There was no psycho-
social traumatization (at the age of 11 he lost his favorite horse).

Symptom pattern during acute psychotic and affective episodes: conscious
functions leading to disintegration, once accelerated psychomotor system, no
hallucination (perhaps once), attention slightly hypotenax, thinking content with
megalomaniac ideas, overvaluation, sometimes with the deficit of reality testing, usually
state-dependent anozognosis, usually euthymia-like mood level, but also parathym
excited or calm, emotionally generally available. Mixed insomnia. His behavior is
rejectional or uncritical and irritating, or trying to follow conventions.

Therapy:

e  cffective: Risperidone and Paliperidone

e ineffective: Aripiprazole

e  current therapy: Xeplion (paliperidone) 150mg/4 weeks; Invega (paliperidone)
9mg/day; Nebivolol 5mg/day; Covercard (peridnopril/amlodipine) 5/10mg/day;

Coverex AS Komb (peridnodpril/indapamide) 10/2.5mg/day

His social status is permanently compensated, has a good quality of life, worked
in his own profession as a social worker, and lives with his parents.

Somatic history: laparoscopic knee surgery, tonsil surgery, hypertension.

Family psychiatric history: maternal grandmother maybe has dementia; aunt
has depression; grandfather is a regular drinker and grandfather’s brother hanged
himself.

Stimulants: smoking for 10 years, alcohol occasionally, cannabis (twice in his life)
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At the time of the examination: only moderate positive symptoms including
conceptual disorganization and excitement; the negative symptoms also include
a cognitive symptom, namely the lack of abstract thinking. Negative symptoms are
mild. Mood is slightly hypomanic with a mix of minimal depressive symptoms (gran-
diosity is only indicated). His insight is now relatively well preserved. Functionally
moderately damaged, weak. Cognitive performance and level of functioning are basi-
cally determined by leading conceptual disorganization.

2.2 Methods

The tests were taken at the Department of Psychiatry, University of Szeged, Szeged.
The present study was achieved as part of an interdisciplinary research project.” There
is a separate research room at the Department of Psychiatry, where all the paper and
computer tasks were carried out. Results were archived on paper, computer outputs and
sound recordings.

2.2.1 Testing Cognitive Functions and Working Memory Components
The following tests were carried out to measure different cognitive functions and
working memory components.

Test Tested function or work-
ing memory component
Mini Mental State Examination (= MMSE; Folstein et

al. 1975) + Clock Drawing Task
(= CDT; in Hungarian Kéalman et al. 1995)

Fluency tasks: letter, semantic, action naming (Tanczos
2012); Backward digit span (Racsmany et al. 2005),
Listening span (Janacsek et al. 2009), Stroop test (based

General cognitive conditi-
on testing

Executive functions,
complex verbal working

on Stroop 1935), SRT-test (Nissen & Bullemer 1987) memory

Non-word repetition (Racsmany et al. 2005); Digit Phonological short-term
span (Racsmany et al. 2005) memory

ToM-tests (Herold et al. 2004), False belief (Youmains . s
& Bourgeois 2010) Theory of Mind abilities

Metaphor and irony comprehension (based on Herold
et al. 2002a, 2002b); Pragmatic test (based on Varga Pragmatic competence
2015)

9  This research was supported by the EU-funded Hungarian grant EFOP-3.6.1-16-2016-
00008. The research was carried out within the Prevention of Mental Illnesses Interdisciplinary

Research Group, University of Szeged, Szeged, Hungary
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o Tested function or work-
' ing memory component

Syntactic recursion (Banréti et al. 2016) Recursions

Spontaneous speech task Semantic structure

Behavioral and cognitive
flexibility

Inhibition and memory
systems

Wisconsin Card Sorting Test (Grant & Berg 1948)
Directed forgetting and remembering
(Racsmany & Szendi 2001)

Raven’s Progressive Matrices (Raven 1938)
Visual Pattern Test (Sala et al. 1997)

Fluid intelligence
Visual short-term memory

Table 1. Recorded tests and tasks for cognitive functions or working memory components

2.2.1 Syntactic Recursion

The syntactic recursion test is a method for testing the syntactic-structural recursion
(Banréti and Mészaros 2011; Banréti et al. 2016), in which photos of everyday life are
shown to subjects and questions are asked about the pictures (154 images; based on Stark
1998). The test operates with four different types of questions, which are all required
answers with defined syntactic structures. The question types are summarized in Table 2.

Types of 1: Whatis 2: What does 3¢ What can 4: What can
CICTIUEIN X doing? X hate/like/ b€ the most X say / think /
want? entertaining/ remind Y of /
unpleasant/ ask Y to do?
urgent thing for
X to do?
Sigitaane |\ finite verb; a subordinate a subordinate a clause
required inflected clause in direct  clause in embedded
answers noun object role subject role (with recursive
phrase or  (with recursive  (with recursive operation)
sentence operation); operation); a bare  signaled by
the verb of the infinitive subject; ~ a subordinating
question and a definite noun conjunction
its infinitival phrase in the
direct object; nominative
a definite noun
phrase in the
accusative

Table 2. Types of question and structurally required answers
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2.2.2 Pragmatic Recursion

Among the aspects of pragmatic recursion appearances of recursive structures were
examined in spontaneous speech tasks and in an interview. The spontaneous speech
task and the interview were analyzed as a record and as a prepared transcription as well.

3. Results and Discussion

In the next chapter results will be presented. They are divided into three main parts, i.e.
the mapping of general cognitive abilities, measuring of syntactic recursion and the
analysis of narratives and discourses.

3.1 General Cognitive Results

The subject showed the following symptoms during the examination: among mode-
rate positive symptoms only conceptual disorganization and excitement were detected;
among negative symptoms as another cognitive symptom, the lack of abstract
thinking was appreciable — however, negative symptoms were mild. His mood was
mildly hypomanic, with minimal depressive symptoms (grandiosity was only indi-
cated). His acceptance of disease was relatively well preserved. His functionalization
was moderately impaired and weak.

The results of the Wisconsin Card Sorting Test showed that his cognitive perfor-
mance and the functional level were basically determined and limited by the leading
conceptual disorganization. From the results of the directed forgetting and remem-
bering tasks we can conclude that there was no directed forgetting effect either in case
of free recall or with stimuli. Judging by Stroop Test, it appears that he was slower
(according to RT [= Reaction Time]) in an incongruent set, compared to a neutral/
congruent (Figure 1) one, but it could not be supported by a t-test since the data was noisy.

1700

1600
=z 1500
E 1400
= 1300
& 1200

1100 -

neutral congruent incongruent
condition

Figure 1. Results of the Stroop test

There was no sequence learning in the ASRT task, either on the t-test, accuracy or RT
indicators (= reaction time) (Figure 2). From these results, it can be concluded that he
responded equally to the pattern and random stimuli. Only a general acceleration can
be observed in the reaction time.
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Figure 2. Results of the ASRT test

The results of further tests are shown in Table 3. His intelligence according to the
Raven test is in the normal range. The VPT test measures short-term visual memory,
on which he scored slightly low. The MMSE and CDT values are good. The results
of measuring phonological short-term memory, digit span and non-word repetition
tasks are within the normal range. The result of the listening span test (which measures
complex working memory) is low.

Raven 1Q: 102
VPT 7
MMSE (max. 30 p.) 30
CDT (max. 10 p.) 9
Non-word repetition (max. 9 p.) 7
Digit span (max. 9 p.) 5
Backward digit span (max. 9 p.) 4
Listening span (max. 8 p.) 2,6
ToM-1 (max. 4 p.) 4
ToM-2 (max. 8 p.) 8
ToM-2 (max. 8 p.) M:4, I:1

Table 3. Results of further cognitive tests

The subject performed relatively well in the verbal fluency tasks (which are mapping
the central executive functions); a higher semantic cluster number can be observed in
some letter and category fluency tasks. The result of the backward digit span test is
average. The results of the metaphor and irony comprehension tests showed a worse
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score in irony comprehension (1 point). Considering all of these results, it seemed that
his cognitive abilities were in normal range, but some cognitive functions had deficits.

3.2 Syntactic Recursion

Analyzing syntactic recursion we found that question Type 4 (which has a structurally
required answer, i.¢. a clause embedding, introduced by a recursive operation and signaled
by a subordinating conjunction) is considerably different from the other types (Table 4).

R% NR%
5o
» o
“ o s
@

Table 4. The percentage distribution of recursive and non-recursive responses for the
4 types of questions (R: recursive, NR: non-recursive)

He gave structurally different answers for question Type 4 (Table 5). It can be said
that the abilities of the syntactic-structural recursion and theory of mind reasoning are
intact, but the answers to the content of the pictures are not always conventional. He
used the content of theory of mind reasoning in situational sentences in his answers.

Category ﬁ

Simple sentences  Simple descriptive sentences 8

non-recursive  Simple sentence with subjunctive -

Simple situational sentences 5

That + situative statement 25

: Introductory +”colon” + situative statement 10

FECHISIVE That + descriptive clause 23

That + clause with subjunctive 29

Structural embedding of the clauses in TOTAL of the task’s structured 87
linked sentence

Total for situative statements 38

Table 5. The percentage distribution of grammatical categories of structurally linked
grammatical responses to Type 4 question
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The results show that the patient preferred syntactic recursion instead of direct posi-
tioning (situational sentence).

3.3 Pragmatic Recursion

When analyzing the narratives of the subject, our aim was to answer whether central
embedding would appear in his speech production. Depending on the tasks we expected
descriptive and narrative texts and in the case of the dialogue an interactive discourse.
The degree of the syntactic and pragmatic embeddings was examined.

It was assumed that because of his status, he himself will be the main topic; his
statements will be characterized by coordinate clauses and final embedding structures;
anticipatory and deliberate editing mode (resulting in pragmatic recursion) will not
be characteristic. If it is so, then it could be a reason for us to hypothesize a possible
connection between mental status and discursive behaviour.

3.3.1 Description

In the first type of task (description), three separate S-minute recorded speech produc-
tions were analyzed: Talk about yourself! Talk about your mom! Talk about your dad!
In the self-describing text every utterance concerned the subject. Speaking about his
mother, he held two clauses of “distance” at most, usually in every second clause turned
his own viewpoint up. His father was “let go” by 5, 9, 6 units at the beginning of the
presentation, but then the same close view (as a strategy) was selected as in the other
two texts. The characteristics of the narratives are shown in Table 6.

Number of utterances 86 100 91
Degree 1 recursion 12 13 20

Degree 2 recursion 5 5 5
Degree 3 recursion 2 2 2
Initial embedding 2 1 2
Central embedding 3 2 2
Final embedding 14 (26) 17 (28) 23 (34)
Self-enclosed structure 1 1 1

Table 6. Features of narratives
The text about his father seems to have a larger number of utterances — in fact, however,

a surface structural repetition sequence appeared. The subordinate structures were rela-
tive clauses. Whenever he stopped at an embedding, he did not revise his thoughts or the

N

88



ESZTER KARPATI, ANITA BAGI, ISTVAN SZENDI, LUJZA BEATRIX TOTH, KAROLINA JANACSEK, ILDIKO HOFFMANN

structure, but started a new unit. The central embedding is always a certain change of
plane: using deictic expressions, speaking out from the text, phrases; proverbs or quota-
tions from well-known songs are interpolated. In fact, it is not a merger of syntactic
structures, but rather elements of memories and knowledge are lifted into the descriptions.

(1) 6 How was it so,

7 as it was written in the story,
8 to believe that the ring is gold,
9 I do not know'®

Self-contained units appear also as self-enclosed structures: a coherent description or
story starts and ends, from which the speaker clearly stands off into the original frame.

(2) 41 but, but I hope,

42 that they will soon also understand it much better,
43 that I’'m not like a marble taw ball,

44 what you lose and it’s gone.
45 Maybe rather a lighter.

46 Not because,

47 because, because we can burn the house with it,
48 but

49 because the fire is an instrument, a tool.

50 Sometime there was a word,

51 “fire tool”.

52 Today you can make it with a lighter
53 with a good lighter, with a good Zippo, with that smoothly.
54 Hm, my dad?

Overall, it can be said that real embedding as an organic incorporation does not appear
in these texts, either in the individual sentences or in the text as a whole. There is no real
embedding which could show a reflective order either in the temporal structures or the
person-related beliefs. His own point of view is vindicated all the time.

3.3.2 Narrative

In the second type of task (narration: 7ell me about your previous day!) a real narrative
was expected. The text is divided into two parts: in the first half (1-60) there appeared
temporality, referring to the specificity of the situation, connecting of events as well as
some intentionality. Taking relevance and background knowledge into consideration,

10 All translations by Anita Bagi. For the Hungarian originals, see the Appendix.
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contextual-sensitivity or normativity are not characteristic. No progression takes place
in the story between units 60 and 201. Images flare up (dog and its keeper, horse
racing, medicine experiment), and these are related to the patient but not related to each
other. Time alignment is missing or at least not important. According to the syntactic
characteristics this text consists of 201 utterances. Embedding levels are the following:
degreel: 21; degree 2: 8; degree 3: 6.

(3) 94 Perhaps for some reason, there will still be

95 maybe,

96 my illness has brought it or something else,

97 that I feel,

98 I feel more, I’m worth more than,

99 to be put, to be put into a category like, well,

like the “also-runs”

While initial embedding appeared once only, central embedding appeared 6 times in
his narrative. Two of these were two-tier (44-45, 95-96), one is linear (118; quotes from
hypothetical subject).

(4) 114 I prefer a little more,

115 to lie back,

116 to clasp my hands

117 and for them to say,

118 all right, Tomi, I do not know what you did, I do not know if
you did something or not, I do not know if you’re worth something, but I see
that you understood something,

119 which is not ... no, “to understand” is not a good expression.

The apparent increase in embedding degree is due to the fact that the central embeddings
in the descriptive texts are more phrase-like. In this text they are organically linked to
the utterances: although the frame changes, it still reflects on himself. The four — in
fact independent — scenes are introduced with conjunction words (but, so, but, i.e.), so
it is almost impossible to isolate self-enclosed structures. The return is quite similar:
there is no syntactical separation. However, recoiling is typical: the subject refutes
himself four times and corrects his previous statement to the opposite. The opportunity
of storytelling, exploitation of timeliness, intersection or forward and reverse deictic
movement does not appear.

Overall, the text is organized around the subject, it is not a “real” narrative, rather
a “bouquet of self-reflections”. However, structurally more complex (than the syntacti-
cally typical max. degree 2 or the degree 3 in descriptions) constructions can be found
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due to the embeddings being relevant to the topic, even though they change frames
sometimes.

3.3.3 Discourse

Thirdly, the whole interview was examined as a discourse. Our aim was to find out
whether pragmatics can outplay syntax (Levinson 2013, 157) in this case: if there are
higher degree embeddings (4, 5, 6 and so on) in the dialogue.

We found two types of embedding structures in the discourse organization. In
the first case, a frame change occurs, so we can call it structural. The interlocutors are
reaching meta-level (degree 1), e. g.: interpreting the task, talking about the solution,
but do not exceed the complexity of the typical syntactic recursion. It reaches no higher
degree embedding because of the dialogic (interactive) discourse.

(5) (a) closure Good, thank you very much. That was the end of this session, the

“mind” was still a point. Good. Okay. It went well.

(b) changes frame 1 did not know how to write, you said it so quickly, so it’s such
a luck to record it, because I know it re...

(¢) explain herself T’m just trying to say it slowly!

(d) revise herself No! The point is to speak more and more. Do not worry about
how I doit...

(e) answer okay, it’s okay...

(f) continue Calmly, take your time! That’s why we record it, to keep it...

The second type of embedding is thematic. Certain information from the dialogue or
some kind of stimulus from the frame triggers the frame changing of conversational
partners. The alternation of levels is not always continuous:

BAO-BT1-BA2-BT3-BA4-BT3-BA5-BT0-BA4
-BT2-BA3-BT4-BA5-BT6-BT2-BA3-BTO

This also means that the levels do not close onto each other. Within the levels the
typical question-answer sequences of the dialogues can be found, these have maximum
degree 3 structures. However, switches between levels, returns, and referrals are not
consistent. The thematic structures of the subject are rather “merging” and cannot be
considered as pragmatical recursive structures: one after the other, but not related — just
a string of thoughts, memories and opinions after each other. To which the partner may
connects, but the patient just follows his own line of thought indefinitely.

In the case of discourse, therefore, only in the thematic discursive (partner assisted)
conversation organization could we find a pragmatic central embedding recursive
structures that are different from the syntactical degree 2 embedding.
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4. Conclusion

As a conclusion, in the case study of a person with a schizoaffective disorder we can
state that in addition to certain well-maintained cognitive abilities, recursive theory of
mind reasoning appears to be intact too, but at the same time, BT used significantly
more recursive structures than the control group. With respect to independent textual
products and discourse organization it seems that the present subject with schizoaffective
disorder can create a central embedding structure, or a higher level of embedding than
degree 2 only based on his memories. His pragmatic abilities and his insights regarding
theory of mind are intact at the basic level. However, in the case of direct, dynamic, and
context related actions, he stops at degree 3; he can only move on to another memory
as if the way back would be “locked”. The time management, even if present, is not an
organizing force: the time for BT is just information, one of many memories, which is
more like a “calling word” than an organizing force. The recall, the text or the discourse
organization is more self-centered — “as if in a photo folder the random button would
be pressed”.

5. Limitations and Additional Questions

The analyses of recursion are worthwhile to be extended to the text-narrative-
discourse level with other patients and healthy control subjects. It may turn out to
be a schizophrenia language production feature that the higher degree of pragmatic
recursion is only detectable in the thematic discourse organization.
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Appendix: Original Version in Hungarian
(1) 6 “Hogy tigy volt-e,

2

(€)

“4)

7 ahogy a mesébe irtak,
8 hogy hitte a gy(ir(i aranyat,
9 azt nem tudom.”

41 de, de remélem,

42 hogy egyszer sokkal jobban fogjak 6k is érteni azt,
43 hogy hogy nem egy olyan golyo6 vagyok,

44 amit elveszitenek és akkor nincs tobbé.
45 Talan inkabb egy 6ngyt;to.

46 Nem azért,

47  mert, mert felgyujtjuk vele a hézat,

48 hanem

49  mert a tliz is egy szerszam, egy eszkoz.

50 Valamikor volt egy olyan sz0,

51 hogy tlizszerszam.

52 Ma mar egy ongyujtoval lehet

53 egy jo ongyujtoval, egy jo zippoval, azzal siman.

54 Hm, édesapam?

94 Talan valamiért még lesz,

95  lehet,

96 hogy a betegségem hozta, vagy valami mas,

97 hogy azt érzem,

98 hogy tobbet érzek, érek annal,

99 hogy be, betegyenek egy ilyen hat, futottak
még kategoriaba.

114 En egy kicsit inkabb arra vagyom,

115 hogy hatra ddljek,

116 Osszekulcsoljam a kezem

117 s azt mondjak,

118 hogy ok Tomi, nem tudom, mit csinaltal, nem tudom, hogy

csinaltal-e valamit, nem tudom, hogy érsz-e valamit, de latom, hogy te valamit
megértettél,
119 ami nem, a megérteni az nem jo szo.
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Abstract: One of the problems related with the word order and word order typology
is connected with derivation obtaining in the narrow syntax and the conditions respon-
sible for the Full Interpretation requirement at LF as well as at PF. If it is assumed that
linearization as defined in Kayne (1994) is the reflexion of the asymmetric character
of syntax at PF, then it is worth analysing which properties of the syntactic derivation
within the narrow syntax are reflected at PF and which configurations seen on the
surface are the results of PF conditions. In other words it would be interesting to deter-
mine the boundary between the factors responsible for the configuration of syntactic
constituents obtained due to the derivation within the narrow syntax and the condi-
tions obtaining at the PF responsible for a temporal sequence of syntactic constituents
perceived as “string of words”.

Keywords: word order typology; the minimalist program; narrow syntax; multiple
spell-out; phase; derivation

1. Introductory Remarks

The title of the present paper would imply that its contents should point to two key
issues, i.e., word order, along with its typology, and parameters as the manifestation of
phenotypic variation. However, because of space limitation, only constituent combi-
nations in verb phrases will be analysed here since, for the reasons given below, it is
assumed that the Head Parameter characterising the relation between the verb and its
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complement should not be put on the same footing as the relation characterising prepo-
sitions and the nominal expressions to which an analogical relation is attributed. Word
order is what is heard, or seen, on the surface as the unidimensional sequence of words
extending in time or presented as linear strings of words extending from left to right
sanctioned by the spelling convention in the majority of European cultures, or from
right to left in Arabic speaking areas as well as in Hebrew or Yiddish. The problem
addressed in this paper is whether or not the word sequence found in the constituent
structure of the clause should be analysed only as the reflection of syntactic operations
which are generally described in terms of configurations and directionality obtaining
between what Vennemann (1976) terms as Operand and Operator, the two terms that
correspond to, respectively, Head and Dependent in other accounts. In other words,
sticking to the terminology most frequently used in the literature on word orders, the
question is whether the two sequences, i.e., [Head Complement] and [Complement
Head] are the result exclusively of syntactic operations or whether it would be advisable
to cede the ordering function of syntactic objects to some realisational plane, e.g., PF in
the minimalist program, a recent version of generative grammar with its modifications
postulated and modified in Chomsky (1995, 2000, 2001, 2008).

The theoretical perspective adopted for the purpose of the analysis presented in
this paper is the one based on the minimalist program presented in Chomsky (1995,
2000, 2001, 2008). The minimalist program as a theoretical project presented in
Chomsky (1995) and consequently modified in Chomsky (2000, 2001, 2008) offers
a very attractive perspective within which the problems concerning word order and
word order typology can be viewed in new light. The strongest minimalist thesis is
concerned with the human faculty of language FL as an optimal solution to “legibility
conditions”. Chomsky (2001, 1) assumes that “for each language L (a state of FL),
the expression generated by L must be ‘legible’ to systems that access these objects at
the interface between FL and external systems-external to FL, internal to the person”.
Chomsky (2001) also claims that the strong minimalist thesis, or a weaker version
of this thesis, can be treated as an empirical thesis if interface conditions are deter-
mined and the notion of “good design” is fully characterised. If the syntactic derivation
is characterised by a leading role in FL, then all the derivational operations which
are based on External Merge and Internal Merge must be fully interpretable at two
interfaces, i.e., Logical Form and Phonological Form, due to the Full Interpretability
requirement. While External Merge is the operation responsible for satisfying all the
lexical properties of the derivative, e.g., theta-role saturation, the function of Internal
Merge is satisfying the EPP features of functional units, i.e., T and C, and disposing
of uninterpretable features of syntactic objects, e.g., structural case. The results of the
two types of derivative operations must be compatible with what is at LF. What is at PF
is obvious. This is what is heard or seen on the surface in terms of segmental as well
as suprasegmental phonology. In more recent versions of the minimalist program it is
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assumed that the syntactic derivation is a piecemeal operation whose fragments, i.e.,
phases, are transferred to LF and PF, due to multiple spell-out. Thus, what is understood
as “word order”, in light of what has been said above, could be characterised as the
phonologized result of the syntactic derivation taking place within the confines of the
narrow syntax which is fully compatible with LF. At this point two questions obtrude:

(a) Are different word orders the reflections of syntactic operations only, with PF
passively mapping the result of those operations?

(b) Could the linguistic labour of forming word orders be divided between the deri-
vation in the narrow syntax and some phonological processes affecting the whole
syntactic units?

Let us term the two problems as problem A and problem B respectively. The aim of the
analysis presented in the present paper is to review problem A in detail. If there is no
satisfactory answer to this problem, then it is suggested that perhaps problem B may
offer a more satisfactory solution from the explanatory point of view.

2.  Word Order and Parameters

Word order, as signalled above, is a typological term and as such may be rather loosely
related to the mental phenomenon described in terms of the minimalist program, namely
Universal Grammar (UG) and its parameterised manifestation in form of I-language.
The relation between typological patterns and UG appears to be hardly plausible, which
is expressly indicated by Newmeyer (2005, 105) who claims that “[o]ur minds/brains,
after all, have no clue as to the typological status of any aspect of any element of our
mental grammars. The relationship between typological generalisations and I-language
is therefore necessarily quite indirect.”

Despite the indirectness characterising the relation between typological patterns,
which can be attributed to some realisational plane, possibly PF, and the syntactic deri-
vation, which is a reflection of parameterised variant of UG and thus being associated
with I-language, the two problems outlined in Section 1 appear to be even more worth
investigating.

Parameters, as presented in Lightfoot (1991, 1999), can be tersely characterised as
options available to a child undergoing the first language acquisition process between
two values characteristic of one syntactic principle. For Chomsky (2008, 135) para-
meter setting is related to assembly of features into lexical items (LIs) which can be
treated “as atoms for further computation and the locus of parameters”. In other words
parameters are realisations of one of two options characteristic of a given syntactic
principle acquired through the first language acquisition process. Thus, in Chomsky
(2008) the setting of parameters is associated with features of LIs, theoretical concepts
playing a leading role in the derivation in the narrow syntax.
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When speaking about word order possibilities and parameters one can actually
speak about one parameter, namely the Head Parameter. This parameter reflects the
idea that in a given language L a head universally precedes or follows its complement.
If one takes a wider perspective as regards this parameter, as is presented in Cinque
(2013), one should rather speak about the position of the head as the central or leading
constituent in relation to syntactic constituents dependent on it, either semantically or
structurally or both.

However, the leading role in the typological word order patterning is attributed to
the configuration in which object/complement is to the verb. Dryer (1992) claims that
the sequence of pairs of certain syntactic objects is correlated with the position of the
syntactic constituent functioning as the object, or complement, in relation to the verb.
Thus languages featuring the OV word pattern tend to be postpositional, i.e., comple-
ments are followed by the adpositions, while languages with the VO word order tend to
be prepositional. This observation, which goes back to Greenberg (1963), has resulted
in the classification of word orders into harmonic and disharmonic ones which also
takes into account the position of demonstrative, adjectives, and genitives in relation
to modified nominal expressions, the position of adverbs in relation to the modified
constituents, as well as the position of relative clauses.

It is a bit surprising that configurational analogies are searched for between the
relation characterising the verb and its complement and the relation between adjec-
tives, demonstratives, genitive marked DP, or relative clause and the noun, which
should be treated as instances of attributes. Anyway, according to Biberauer and
Sheehan (2013), English, as well as French, will be characterised by the consistent
VO and prepositional word patterning, while Japanese and Korean are characterised
by OV and postpositional word patterning, thus the word order patterning in the
four languages will be characterised as harmonic. German will be an example of
a language with word order patterning characterised by disharmonicity due to the
presence of two word orders in the clause, i.e., VO and OV, and the nominal expre-
ssions preceded by a preposition.!

At this point a question could be posed whether verb phrases should be analysed
on the same footing as prepositional phrases, as is often the case in the generative lite-
rature and the literature on the word order typology. It is actually due to X-bar syntax
approach, a representational facet of Government and Binding theorising, that the verb
phrase and the prepositional phrase are treated as maximum projections of the same

type, i.c.,

(1) [ Spec [, X Complement]]

1 Anexception to this may be the German expression in which the nominal expression precedes

the preposition, as in meiner Meinung nach.
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where X is a head and can be realised as either V or P. In the two cases a complement
will be realised by a DP which, in inflectional languages, will be additionally case
marked. Despite the fact that both V and P are non-branching categories, i.e., heads,
taking some kind of complementation in form of DPs, there is a difference between
these two syntactic categories.

The problem with the treating prepositions as a similar, functional, category as
verbs as regards the property consisting in taking complements in form of DPs is the
observation that verbs form a major syntactic class. Could prepositions be treated
as lexical items in the same manner? Are they characterised by the same lexical and
semantic properties as verbs? One of the properties of prepositions, or postpositions, is
their limited and invariable number within a given syntactic class, a property charac-
teristic of functional elements. If prepositions are treated as lexical items characterised
by their idiosyncratic sense, then it would be hard to explain why in certain languages
there are cases in which one preposition may appear with DPs with two different case
specifications when the verbs heading the VP are not the same but are semantically
related. This property can be illustrated with such examples taken from Polish and
German as:

(2) (a) Janek polozyt ksigzke na stot.
John-noMm  put book-Acc  on table-acc
“John put the book on the table.

(b) Ksigzka lezy na stole.
book-NoM lies  on table-aBL
“The book is lying on the table.”

(3) (a) Hans hat das Buch auf den Tisch gelegt.
John-nom has the book-acc on  the table-acc put
“John has put the book on the table.”

(b) Das Buch liegt auf dem  Tisch.
the book-Nom  is lying on the table-DAT
“The book is lying on the table.”

An analysis of the two cases indicates that, in certain cases, the case specification of
the DP functioning as the complement of a preposition appears to be determined by the
lexical, possibly semantic, properties of the verb, not the preposition itself.

There is one more feature which makes verbs functionally different from prepo-
sitions despite the fact that the two categories are characterised by the property of
forming projection through taking nominal expressions, which, in the case of verbs,
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is an instance of complementation, while in the case of prepositions is only reminis-
cent of this structural dependency. Most verbal lexical items are characterised by two
or three argument structures whose arguments will make elements of a proposition.
While forming a VP the verb’s sense must be completed by providing some formal
material in the form of a DP or PP. Thus formed VP acquires the status of the predicate,
which is a constituent that is interpretationally ascribable to its argument, which itself
functions as the subject as postulated by Liebesman (2015), the observation which is
not without significance in the material provided in the subsequent parts of this paper.
Such semantic and functional properties appear not to be the characteristic features of
prepositions. Thus, VPs consisting of DPs or PPs as their complements will function as
predicates, PPs will never function as predicates when they occur on their own.

Therefore, it can be assumed that the two syntactic constituents, i.e., the VP and the
PP, are interpretationally and functional distinct, i.e., they will play different roles in the
interpretation of propositions on the LF side, despite the fact that they appear to share a
similar structural property, i.e., heading the structure of complementation. It appears to
be dubious to claim that the sense of a preposition is completed through providing some
formal material in form of a nominal expression, as is the case with verbs. It could also
be assumed that PPs are a kind of compensation for the lack of case marked forms in
the nominal paradigm to signal certain grammatical roles, for instance, instrumental or
ablative. Instrumentality in Polish, and other Slavic languages, is signalled through an
instrumental case form, for instance mfotkiem [masc. sg. instrumental] corresponds to
the English form “with a hammer” with the same interpretational properties.

The above remarks would be irrelevant in the case of languages in which VPs and
PP pattern in the same manner, i.c., the nominal expression follows the verb and the
preposition, as is the case in English or French. However, the observations presented
above may shed some light on a couple of properties characterising the word order in
German, where two options, i.c., the nominal expression completing the sense of V
either follows or precedes this syntactic category. This problem becomes more interes-
ting if one takes into account the fact that the two options, i.e., VO and OV are charac-
terised by a strict specialisation.

3. Head Parameter and Word Orders in the Clause

The objective of the analysis presented in this paper is not an attempt at analysing the
realisations of parameters in the case of all syntactic categories and configurations. The
subsequent part of the present paper will be preoccupied with the word orders charac-
terising the structure of the clause, which is described as the configuration of three
elements, i.e., S(ubject), O(bject), and V(erb) with particular regard to V and O, the
two syntactic categories whose mutual configuration, as signalled above, is believed to
underly all other word order combinations. As regards the convention in which word
orders of clauses are described, it is usually based on the sequence of three syntactic
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constituents of which two are referred to in terms of their syntactic function, i.e.,
S(ubject) and O(bject), and one through its lexical class specification, i.e., V(erb). It may
be considered as a kind of terminological inconsistence; however, no better way of classi-
fying the word order of clauses has been suggested so far. It seems to be also explanatorily
unsatisfactory since characterising the functions of subject and object through configura-
tional conditioning in some cases does not correspond to interpretational properties of the
proposition, e.g., the case of quirky subjects in Icelandic or Polish.

The most frequently attested sequences of the three clausal constituents are SVO,
SOV, VSO, which is shown in Cinque (2013, 70) on the basis of the percentages of
languages with the six word order possibilities presented in Cysouw (2008), Mallinson
and Blake (1981), Ruhlen (1975), and Tomlin (1979):

515%  35.6% 10.5%  2.1%  0.0%  02%
458% 41.5% 11.0%  15%  03%  0.0%
41.0% 35.0%  9.0%  2.0% 1.1%  1.0%
47.1% 412%  8.0%  24%  0.8%  0.4%

Table 1: Percentage of languages as regards word orders

Analysing the data presented in Cinque (2013), such word orders as VOS, OVS, OSV
are extremely rare but not impossible. Dryer (1992) also points to the rarity of OVS and
OSV word orders. Analysing the configurations most frequently found in language two
things are worth noticing, i.e.,

(a) the position of S in relation to O appears to remain invariant, i.e., in a great majo-
rity of languages it precedes O;

(b) what does vary is the position of the object in relation to the verb. In this case, one
can speak about two variants, O following V, as in SVO and VSO, in the latter
case the sequence is interrupted by S, and O preceding V. These variations are
manifestations of one principle pertaining to the organisation of the predicate.

At this point a question appears concerning the syntactic status of the two nominal
expressions, i.e., S and O. In Jackendoff (1977) the two DPs were treated as the consti-
tuents dependent on V, since it was V that was considered to be the head of the clause.
This way of analysing the relation between V and the nominal expressions reflected
the arguments structure of the verb rather than the functional dependences which are
responsible for the structure of the proposition. The minimalist program, which has
inherited much of the GBT theorising as regards the structural dependencies between
syntactic objects and the verb, treats the latter as the head of VP, which, in the case of
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transitive clauses, is the complement of v*. Thus, the DP functioning as S is not depen-
dent on V in the structure of the clause. This will also be assumed in the present paper.
As aresult, the scope of the analysis presented in this paper will be narrowed down only
to the two constituents forming VP, whose function is that of predicate in relation to the
DP functioning as S as postulated in Liebesman (2015).

The Head Parameter is indirectly alluded to by such terms as head-final or head
initial languages. Complementary to this distinction is the specification of the direction
in which the head assigns case to its complements, i.e., either to the left in the former
case, or to the right in the latter (cf. Dryer 1992). As regards English or French, the
structure of VP is consistent irrespective of the status of the clause. In German the situa-
tion is bit more complicated because the position of O in relation to V is determined
by the status of the clause. It is VO in main clauses, but if the clause is subordinated to
some other constituent in the clause either through complementation or through func-
tioning as an adverbial, the word order is OV, which makes the issue of parameters not
so straightforward. In Polish both word orders are licit irrespective of the status of the
clause. The above presented cases can be illustrated by one structurally simple English
example translated into French, German, and Polish, respectively:?

(4) (a) They admire the mayor. (VO)
(b) Ibelieve that they admire the mayor. (VO)

(5) (a) Ils admirent le maire (VO)
(b) Je crois que ils admirent le maire (VO)

(6) (a) Sie bewundern den Buergermeister (VO)
(b) Ich glaube, dass sie den Buergermeister bewundern (OV)

(7) (a) Oni podziwiaja swojego burmistrza. (VO)
they-NoM  admire their mayor-Acc
(b) Oni swojego burmistrza  podziwiaja. (OV)
they-Nom  their mayor-AcC  admire

2 Because of space limitations we ignore periphrastic formations consisting of auxiliary elements
and non-finite forms of V, which are carriers of lexical specification of the whole predicate. In
such cases O will always follow the non-finite component of a periphrastic formation in English
and French, while it will always precede the non-finite part of such formations in German. A
full account of this case would call for analysing the way in which periphrastic formations are

derived in the narrow syntax, a topic that deserves a separate publication.

306



JANUSZ MALAK

(c) Myslg, ze oni podziwiaja swojego burmistrza. (VO)
I think that they-Nom admire their mayor-AccC

(d) Mysle, ze oni swojego burmistrza podziwiajg. (OV)
I think that they-NoMm their mayor-Acc admire

The inspection of the above examples shows that English, French, and partly Polish, are
characterised by consistent word orders as regards the structure of the VP. In Polish, in
contrast to English, French, or German, the two configurational options are licit with
slightly different pragmatic, not semantic, interpretation (cf. Szwedek 1981). What is
problematic for any analysis of word orders, as has been signalled above, is the case of
Modern High German. The two word orders, i.e., VO and OV, are characterised by a
strict specialisation, i.e., VO is found in matrix/main clauses while OV is the hallmark
of the subordinate character of the clause. At this point emerge the two problems menti-
oned in Section 1. Namely two questions that can be posed at this point is whether one
can postulate one basic word order and the other variant as the derived one, or would
it be more advisable to postulate two orders of equal rank with the difference between
them being the result of mechanisms external to the narrow syntax.

The explanation, or rather description, of the word order complexities presented
above was pretty straightforward in terms of Government Binding Theory, the version
of the generative grammar which was heavily based on the representational mode
of presenting syntactic structures, especially on their configurational character. The
dependencies between constituents, especially if displaced, were configurationally
specified in terms of c-command, government, binding, or bounding. Such a configu-
rational character of GBT was favourable for assumptions concerning the word order
based on directionality of case assignment related to the position of the case assigning
element, i.e., head. This may have been responsible for the head-initial and head-final
typologies.

Lightfoot (1991) speaks about word orders as the result of pushing the switch on
the figurative switchboard either to the position “yes” or “no”. Moreover, in this publi-
cation Lightfoot (1991) points to SOV as the basic word order, which is substantiated
by the claim that this word order is attested more frequently in Old English subordinate
clauses. This basic character of SOV in Old English is related to its archaic prove-
nance. Subordinate clauses should then be treated as fossilised formations that make
their appearance in children’s language at a later period of the first language acquisi-
tion process. However, this claim cannot be treated as a satisfactory proof that SOV
is basic, since subordinate clauses rarely make the Primary Linguistic Data available
to children acquiring their first language. According to Crain and Lillo-Martin (1999)
during the five stages of the first language acquisition process, it is at the beginning of
stage V, i.e., 3.5 to 4 years, that children begin to produce multi-clause sentences. If it is
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assumed that the age of three years is the period in which children start producing their
own utterances, which implies that children have almost fully developed their lingui-
stic capacities, then their ability to produce sentences with embedded clauses making
its appearance at a slightly later time appears to indicate that the relation between the
archaic provenance and the basic character of embedded clauses, as claimed in Light-
foot (1991), has nothing to do with the issue of embedded and subordinate clauses.

The theoretical tenets of GBT point to the syntactic character of parameters. Haider
(2000) in his publication entitled “OV Is More Basic than VO totally subscribes to the
configurational approach to the problem or word order. He contrasts his branching
constraint with Kayne’s (1994) linear correspondence axiom (LCA). According to
Biberauer and Sheehan (2013), Kayne’s (1994) LCA can be comprehensively presented
as follows:

(8) [For a given phrase marker P, where d is the non-terminal to terminal dominance
relation, 7 the set of terminals, and A4 the set of ordered pairs <Xj, Yj> such that for
each j, Xj asymmetrically c-commands Yj —TB/MS], d(4) is a linear ordering of 7.

Haider’s (2000, 47) postulate concerning word order conditioning is termed Branching
Constraint and is to the following effect:

(9) Branching Constraint: Projection-internal branching nodes on the (extended)
projection line follows their sister node.

It must be borne in mind that Haider’s (2000) analysis pertains only to Germanic langu-
ages as such, and it stands in contrast to Kayne’s (1994) LCA, which is claimed to be
of universal character. Both approaches raise certain problems as regards word order
variants. The basic word order call for the explanation of the existence of its variants
through displacing one constituent of the VP, or part of it as is the case presented in
Taraldsen (2000), to some higher position. Taraldsen (2000) postulates, on the basis of
the distributional properties of verb particles as a diagnostic, that VO order in the case
of English and Scandinavian is the result of remnant VP preposing. This would nicely
account for examples (4a, b) and (6a, b). The cases presented in (5) and (7) remain
unaccounted for. A similar explanation concerning the relation between SOV and SVO
word orders is offered in Cinque (2013).

We are not going to revise and evaluate the two accounts of deriving VO or
OV orders from one basic word order. The aim of this brief presentation is to show
the place of the Head Parameter as regards the word order of the predicate, and two
ways of accounting for the divergence between the basic word order and its derived
variants. In such cases the Head Parameter, which is inherent in the head-initial vs.
head-final distinction, are the point of departure for further speculation and analyses
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pertaining to variations in word orders. These two proposals imply that the locus of
parameters should be syntax, or rather syntactic representations, which is graphically
presented in form of the so-called phrase markers. It appears that the idea standing
behind such phrase markers is an attempt at presenting in the graphical way the rela-
tion between what is found on the realisational, phonic plane, as perceived and inter-
preted by the parser with all the temporal attributes, such as, e.g., temporal sequence
of linguistic units, and certain, still poorly understood, mental and intensional, in the
Carnapian sense, algorithm which underlies the formation of proposition. Thus the
parameter as a value which is set on the “switchboard” seems to be related exclusi-
vely to the syntax, and its manifestation is reflected in the linear sequence of syntactic
objects.

In the early version of the minimalist program, as presented in Chomsky (1995),
with the shift from the generation of structures forming DS and SS representation to
monotonic operation termed derivation, the phonic realisation is still treated as the
whole-sale mapping of the derivative to the PF. Uriagereka (2000) compares this
mapping to a mobile thrown onto a certain plane with the sequencing of the elements of
this mobile reflecting the hierarchical and, to certain extent, directional relations obtai-
ning between these elements. However, this mode of presenting the relation between
the syntactic derivation and the realisational PF plane as well as Kayne’s (1994) LCA or
Haider’s (2000) Branching Constraint, are too categorical and deterministic. As will be
presently indicated, the minimalist program does not fare any better as regards the deri-
vation of the SOV word order in German. In other words, it could be assumed that the
categorical and deterministic character of the accounts presented above is connected
with confining parameters and all the transformations exclusively to syntax, or the
narrow syntax with the features of LIs involved in the derivation playing the decisive
role in determining the value of a parameter, as postulated in more recent versions of
the minimalist program, such as Chomsky (2008). If this is so, then parameters opera-
ting in syntax only appear to be observational facts and their raison d’etre does not
exceed the descriptional level of adequacy.

4. Word Order, PE and LF

If one speaks about such word orders as SOV, SVO, it would be worth pondering on what
actually is the essence of those word orders presented as sequences of three syntactic
objects in relation to two interpretational interfaces. Language or languages primarily
manifest themselves in the spoken guise, i.e., the form of utterances/clauses is phonic.
As has been already mentioned, the phonic plane presupposes the temporal sequencing
which in spelling is graphically presented as linear sequencing extending from left to
write in our culture, or in the opposite direction in the Arabic culture. Let us concen-
trate on the phonic plane with the temporal sequencing which is sometimes termed
“parsing”. The two variants of the word order indicate that what comes earliest/first
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in the utterance is the nominal expression functioning as the subject. The object of the
analysis presented in this paper comes next. In the case of SOV, it is the other nominal
expression functioning as the complement of the verb LI closing the sequence. In the
case of the other sequencing, i.e., SVO, after the nominal subject expression comes the
verb LI, which is followed by the other nominal expression functioning as its object.
What is the function of the two nominal expressions is determined by a certain frag-
ment of the linguistic ability which is stored in the C-I component, i.e., beyond LF,
which organises the senses of verb LIs and the nominal LIs presupposed by its sense
into propositions. It could be tentatively termed “propositional template”.

This assumption is important because what is analysed in this paper is the sequen-
cing of two syntactic constituents which form a part of proposition, i.e., the predicate,
the fragment of the proposition that is, according to Liebesman (2015), ascribed to
the expression functioning as the subject. This hypothetical remark is insignificant as
regards examples presenting English, French, or Polish. What is of interest is the case
of German. Ignoring VSO, which occurs in German in the case of topicalization (V-2
property) mentioned earlier, SVO occurs in the matrix clause whose variant SOV is
the only possibility as regards the subordinate clause. It is worth mentioning that in
temporal sequencing subordinate clauses occur in the later portions of utterances. Thus,
SOV could be treated as the earliest temporal exposition of the nominal material deter-
mined by the lexical properties V within the confines of this subordinate clause. If it is
assumed that it is so, then one must ask whether it is justified to claim, as presented in
Section 3, that the OV configuration is the result of setting the parameter, thus placing
parameters in the syntax, and if that is so, whether one can speak about the basic or
canonical word order.

As mentioned earlier, the perspective in which the word order parameters can
be viewed changes with the advent of the minimalist program. First, it must be kept
in mind that verbs are specific heads since the senses of the majority of verb lexical
items are characterised by a kind of incompleteness which must be completed, or
saturated using Frege’s philosophy as presented in Geach and Black (1952), through
providing nominal expressions. If one assumes the derivative character of the opera-
tions obtaining within the narrow syntax, then the assumption that a verb LI appears
first in Lexical Array (LA) is obvious. It is this non-branching category that will lend
its label to the whole syntactic constituent. What comes next is a syntactic object, a
DP which saturates the sense of this verb LI>. The question should be posed at this
point; should this saturation be characterised by any directionality and configuration
or is it the matter of semantics?

In order to answer this question one should have a short look at the architecture
of the minimalist program. The minimalist program is not a theory but a project that

3 The issue of ditransitivity will be ignored in this paper because of the paucity of space.
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still keeps evolving. The workspace termed “narrow syntax” plays the central role in
this project, functioning as a mediator between two interfaces, i.e., LF, an interface
to the C-I module of human mind and PF, the interface to the A-P module of human
mind. Lexicon is the inventory of LIs that are, in the case of major lexical categories,
the aggregates of features. The features are of three types, phonological, logical, and
formal. The third type of features is responsible for the behaviour of a given LI within
the confines of the narrow syntax. The number of representational levels has been
reduced from four in the GBT to two in the minimalist program. In this project the only
representations are LF and PF. Syntactic objects, i.e., phrases and clauses, are derived
through the monotonic operation on the basis of External Merge.

(10) o]

The crucial moment of the analysis presented in this paper is the first Spell-Out, i.e.,
v*P, in contrast to vP characteristic of unaccusative and passive predicates, since it is
in this fragment where the relation between the verb and its nominal complement is
established and sent to PF and LF. According to Uriagereka (2012), this fragment of
the derivation is supposed to be squeezed into PF. Thus, it would be interesting to find
out whether the “squeezed” material is [V DP] in English and French, and [DP V] in
German. The outcome of the derivation must be fully legible at the two interfaces to
the C-I and A-P modules due to Full Interpretation requirement. While the outcome of
“queezing” is the result of the full legibility at PF, the legibility at LF is not so straight-
forward. It has not been satisfactorily specified yet what lies beyond LF, i.e., in the C-I
module. Possibly, the above hypothesised “propositional template” could be an element
of this module. Suffice it to say that in the two cases under consideration, i.e., [V DP]
and [DP V], will be recognised and interpreted as predicates ascribable to a DP func-
tioning as the subject, the two nominal expressions being determined by the argument
structure related to the sense of the verb LI.

One of the prerequisites of the legibility of the derivates at the LF is the disposal
of the uninterpretable features whose presence in the derivative renders the logical
interpretation impossible. The only formal features which are held to be uninterpretable
is Case, i.e., the category relevant to the problem under analysis, and nominal features
on Probes, i.e., v* and T. The mechanism responsible for disposing of this uninter-
pretable feature according to Chomsky (2001) is valuing and matching the corresponding
features on Probe and Goal. In some cases the disposal of uninterpretable features
is achieved due to displacement, i.e., Internal Merge, of syntactic objects, usually to
higher positions, an operation visible at PF and reflected in the linear order of words.
Almost always the displacement of syntactic objects to higher positions is reflected
at PF as the elements of the initial portions of the linearised product in form of an
utterance or a written sentence.
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Thus the first step in the derivation (3a,b), and possibly (4a, b) would be E-Merge
of V admire and already derived DP the mayor. It is assumed here after Chomsky
(2008) that the two syntactic objects when taken from LA and E-Merged in the narrow
syntax workspace make an unordered set presented as {. . .}. The presence of the DP
the mayor is justified by the lexical specification of LI admire which is a two argument
verb. The moment light verb v* occurs in the derivation, it functions as a Probe with
an interpretable feature which must be valued and checked against the feature of DP.
This is achieved through [-Merge of DP the mayor in the second Spec v*P since the first
Spec v*P is occupied by the DP they, which makes its appearance through E-Merge.
If the DP the mayor is overtly I-Merged in the 2nd Spec v*P is a dubious solution.
The complex v-V does not leave the v*P projection and is associated with T due to
“understood I-Merge”, not visible at PF. As regards this complex, in Modern English it
does not overtly associate with T and it is worth remembering that T is the place where
finiteness or non-finiteness of the clause is determined, as well as the place where
modals are E-Merged in Modern English. Thus, the result of such a derivation as:

(11) [,., the mayor, [ . theyj [, v-admire {, ¢, £}]]]

after they heads for Spec TP, would be a phase [ ., the mayor admired] and in this form
it would be delivered to LF and PF with the undesired phonetic realisation . . . the mayor
admired. Moreover, the moment a fragment of a derivation is delivered to the two inter-
faces it becomes inaccessible for other computational operations in the remaining parts
of the derivation due to Chomsky’s (2001) Phase-Impenetrability Condition.*

It is worth mentioning at this point that the particulars of the derivation and the
multiple spell-out are postulated in Chomsky (2000, 2001). The derivational operations
are modified in Chomsky (2008).

Therefore there appears to be a discrepancy between what is “understood” and
what is “heard”. In order to obviate this undesired effect, it could be postulated that V
associated with v* and DP remain in sifu and the valuation as well as checking features
are achieved via LF.

In French (4a, b) the V is associated with v¥* and DP le maire is allowed to leave
VP and be [-Merged in the 2nd Spec v*P. It is possible because the complex v-V is later
associated with T and this is achieved through overt movement to T leaving the DP /e
maire within v¥P.

The case in German is a bit complicated. Assuming the first step of the deriva-
tion is the same, i.e., V and DP complement form after E-Merge an unordered set. The

4 The Phase-Impenetrability Condition is defined in Chomsky (2001,13) as follows: “The
domain of H is not accessible to operations outside HP; only H and its edge are accessible to

such operations.”

312



JANUSZ MALAK

predicate starts being derived the moment v appears in the narrow syntax. Just like in
French, V is associated with v and the Spec v*P is the locus of the DP sie. It could be
assumed that the DP den Buergemeister leaves its original location and is I-Merged in
the 2nd Spec v*P for valuation and checking of the uninterpretable features. Due to the
analogy with (10), this fragment for German would be:

(12) [,., den Buergemeister, [ . siej [, v-bewundern {, ¢, £}11]

which, when “squeezed” into PF would be den Buergemeister bewundern, the word order
found in subordinate clauses. In main clauses the word order SVO, i.e., Sie bewundern
den Buergermeister would be the PF reflection of the second stage of the derivation with
the E-Merge of C and associating v-V complex with T and I-Merging sie in Spec TP.

Let us take stock of what can be said about the PF reflex of the v*P derivation. The
PF word orders VO, i.e., V DP, are reflexes of the following derivational steps:

(13) @) [ t admire {, ¢, the mayor} ] English
(®) [eplyp ils; [ T- admirent [, le maire, [ 7,7, {,, ¢, £} 11]1]] French
©) [ep [yp siej [. T-bewundern [ ,,den Buergermeister, [ , Lty Lo by 2311011

German

Thus, the V DP word order is the result either of LF feature checking, as is the case with
English, or the DP left at the periphery of v*P with the verb being associated with T and
the other DP I-Merged in Spec TP. The problem is the order DP 'V, i.e., OV. It could be
postulated that in German subordinated clauses it is v*P, i.e., [ ,, den Buergemeister,
[, l [, v-bewundern {,, ¢, t,}]]] is moved to T en bloc, a proposal postulated in Roberts
and Biberauer (2004) as well as in Cinque (2013) in a slightly different theoretical
setting. However, the problem with this proposal is that v*P is a phase, and the moment
all the uninterpretable features are valued and matched it is passed to LF and PF, and
thus it becomes inoperative and inaccessible to other operations due to PIC. Thus the
movement of the whole v*P to any higher projections would be impossible due to the
phase assumption of the minimalist program and PIC. Even if it were possible for one
reason or another, then it would not be known which formal conditions would deter-
mine the I-Merge of one constituent or of the whole v*P or a part of this. The lack of
any answer to the question what is responsible for what Cinque (2013) terms raising
of via pied-piping of the whose-picture type, in the case of initial-head languages, and
pied piping via the picture-of-whom type, in the case of final-head languages, makes
the explanation of the word order variation explanatorily unsatisfactory and parameters
remain merely observational facts.

It has been mentioned above that the derivation particulars change slightly in
Chomsky (2008). In this publication it is postulated that features that are to be matched
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and valued are inherited by V and T. In the former case the feature donor is v*, in the
latter C. If this assumption is viable then the uninterpretable features would be valued
and matched in Spec VP and Spec T respectively. In such cases the explanation of SVO
orders in English and French, as well as in Polish would be straightforward. If these
assumptions are adopted, then the unordered set must redefined. In the case of (11),
(12), and (13) it is VP. However, if the uninterpretable features are to be valued and
checked within VP and TP, then in the case of the former, Spec must be postulated with
the status of {. ..} being V’. Thus, the derivation of the predicate, i.e., v*P in English
and in French as presented in (4a, b) and (5a, b) could be presented as follows:

(14) [,., they/ils [ .. admire/admirent , [, their mayor/le maire, { .7, ¢ .} 1]]

The DP sitting in Spec v*P heads for Spec T to perform the operation analogical to that
performed by the DP moved from within V’ to Spec VP. Thus, what is sent to PF and
LF is admire their mayor/admirent le maire. The English formation is not accessible
to other computational properties of the derivation due to PIC and thus transferred to
LF and PF. In the case of the French example the verb moves to T, which is indicated
in Pollock (1989).

Similar derivational steps could be postulated for the German example in (6a)
presented as (15):

(15) [,., sie [ .. bewundern , , [, den Buergermeister, {,. ¢, ...} 11]

After sie is I-Merged in Spec TP what is delivered to PF and LF is bewundern den
Buergermeister. The problem now is how to account for the phase v*P in which DP
object linearly precedes the verb LI. A solution to this problem could be postulating an
edge feature of v* which would make it possible to move the DP E-Merged in V’, i.e.,
and unordered set which having been I-Merged to Spec VP to dispose of the uninter-
pretable case feature is further -Merged to the edge of v¥P, i.e., 2nd Spec v*P. After sie
being moved to Spec TP the phase delivered to PF and LF would be den Buergermeister
bewundern. However, this solution appears to have weak points if one looks at it from
the point of view of the minimalist program, phase, and multiple spell-out. Firstly, if
it is assumed, after Chomsky (2008), that the locus of the parameters are the formal
features of units retrieved from the lexicon, it is not clear what feature of v* would
be responsible for moving of the complement DP from Spec VP to the 2nd Spec v*P.
Secondly, assuming that the v¥P is a phase and after sending it to PF and LF it is inac-
cessible for further computational steps, it would be hard to account for the observation
that, in the case of subordinate clauses, what is moved to T to establish the finiteness in
German is v*P, i.e., phase, which is inaccessible to further derivational processes. Thus
accounts postulated in Taraldsen (2000) and Cinque (2013) appear to be incompatible
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with the tenets of the minimalist program and are merely descriptional accounts. Taking
above into consideration, we are left with nothing if we associate the parameter with
the syntax, actually the narrow syntax. Thus problem A remains a problem. Perhaps an
alternative for this problem would be, for the time being, problem B, i.e., explaining the
intricacies of the word order on the basis of realisational conditions.

5. Concluding Remarks

Summarising what has been presented above, adopting the minimalist program
approach, especially the recent version based on phase and multiple Spell-Out, one
basic or canonical word order appears to be arguable because the derivation carried out
within the narrow syntax is meant to satisfy PF and LF conditions, and OV as well as
VO should be logically valued in the same way, i.e., they are predicates. As regards the
latter, being an interface to C-I module of the human mind, the derivation should reflect
the properties of “propositional template”, i.e., hierarchical organisation of the lexical
material inherent in verb LIs and the syntactic expressions, either syntactically realised
as DPs or PPs, saturating the sense of verb LIs. The word orders VO and OV are two
different sequences of the syntactic material rendering VP or possibly v¥P which corre-
sponds to the predicate, i.c., a part of the “propositional template”.

Taking into account what is presented in (13a, b, c) it could be postulated that
parameters responsible for the sequencing the verb and its complement are related to
the way in which the uninterpretable features on Probes are valued and checked in the
derivation, i.e., either through the covert, i.e., understood, movement to Spec v*P, as is
the case in English, or through the overt movement to Spec v*P as is the case in French
or German in the case of matrix clause. The problem, which seems to be unresolved,
is the sequencing of V and DP object in German subordinate clauses. If one takes into
account the Polish material presented in (7), where either word order is licit irrespective
of the status of the clause, i.e., main or subordinate, it could be postulated that parame-
ters should not be exclusively associated with syntax and could possibly be related to
PF. This proposal gains more plausibility of one takes into account Chomsky’s (2005)
third factor of the language design connected with, among others, computational condi-
tions not related to the linguistic capacity.

Thus, in light of what has been presented and proposed above, problem A appears
to have a couple of weak points as regards the question of variation in word orders.
While the displacement of syntactic constituents to higher positions, i.e., those that
occur earlier in the utterance, is determined by the necessity of disposing of uninter-
pretable features of Probe and Goal, the problem with the size of the displaced consti-
tuent remains still unaccounted for, which makes problem A still unresolved. However,
taking into account the data from Polish it could be assumed that the word order charac-
terising the predicate could be determined by the communicational needs of language
users, namely giving more emphasis to nominal expressions through placing them as
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early as possible in the utterance. This claim could be corroborated on the basis of data
coming from diachronic linguistics, especially from the history of the English language.
In Old English SVO and SOV were two word orders that were not characterised by a
strict distribution characteristic of Modern High German. In Old English, SVO was the
word order very frequently attested in main clauses but it is found also in subordinate
clause but with a lesser frequency. SOV is not impossible in Old English main clauses
but it was more frequently attested in subordinate clauses. Thus, one can speak about
tendencies in, not deriving, but using the sequence of V and O in Old English with the
frequency of SOV decreasing during Middle English and almost disappearing in early
Modern English. Could it be the issue of parameters related to the narrow syntax? For
the time being the answer to this question is negative if one takes into account the data
from Polish or the Old and Middle English data. Thus, it could be suggested that the
answer to the problem posed in Section 1 could be related to problem B, i.e., ceding a
part of the derivational labour to the phonological realisation.
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Abstract: The present paper argues that the specificational sentence (SPC) and the
concealed question (CQ) derive from what we call the Functional Noun Phrase (FuncNP)
which has the specific structure in which the head FuncN denotes a relation between
its two arguments, where the outer argument delimits the semantic domain (range) of
FuncN R, and the inner argument exhaustively specifies the semantic domain of FuncN
delimited by the outer argument. With the inner argument moved to SpecFocP, we
obtain the SPC. The present paper derives the CQ in a fashion strikingly parallel with
the derivation of the SPC: We posit Op as the inner argument of the FuncNP, which is
moved to SpecDP.

Keywords: concealed questions; specificational sentences; island violations; connectivity

1. Introduction
The present article considers the linguistic expressions such as the following.

(1) (a) the capital of Japan
(b) the cause of the riot

(c) John’s dream

These expressions can form specificational sentences with expressions denoting the
value as their focus.
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(2) (a) Tokyo is the capital of Japan.
(a") The capital of Japan is Tokyo.

(b) A picture on the wall was the cause of the riot.
(b") The cause of the riot was a picture on the wall.

(c) To better himself is John’s dream.
(c) John’s dream is to better himself.

In (2a), for example, Tokyo, the focus of the whole sentence, can be considered as the
value of the capital of Japan, if the latter is considered as some kind of function.

The expressions in (1) can be interpreted as concealed questions in the complement
position of verbs like figure out.

(a) the capital of Japan
(3) We finally figured out (b) the cause of the riot
(c) John’s dream

The central idea of the present paper is that the specificational sentence and the concealed
question are closely related phenomena. This idea itself is not new, already emphasized
in such work as Romero (2005). The idea that we would like to put forth in the present
work is that the specificational sentence and the concealed question are isomorphic in
their syntactic structures, not just in terms of their semantics. We start with the analysis
of the specificational sentence.

2. Functional Nouns
2.1 Structure
We hypothesize in the present work that the head nominals of (1) have specific proper-
ties. Firstly, the head nominals in (1) take two arguments, denoting relations between
two linguistic items of various kinds.! Thus, capital denotes the relation between (the
name of) a certain country and (the name of) a certain city of that country. Cause denotes
a causal relation between an event (the riot) and an event (the presence of a picture on
the wall) which brought about the consequent event. So, for convenience sake, we refer
to the nominals in (1) as Functional Nouns (FuncN).

Furthermore, we hypothesize that FuncNPs have a specific structure indicated by
the following.

1 Caponigro and Heller (2007, 261-262) claim that it is what they call “functional nouns”,
nouns whose interpretation depends on an additional argument that allow for the interpretation of

concealed questions. However, their proposal as to the nature of “functional nouns” is not specific.
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4) FuncNP

NP FuncN’

|
a FuncN NP
\ [+F]
R

B

The outer argument o of FuncN R delimits the semantic domain (range) of FuncN
R, and the inner argument 3 of FuncN R exhaustively specifies the semantic domain
of FuncN delimited by a.

The semantic function of FuncN is more precisely indicated by R of the following
representation.

(5) Max(tx.R([al.x)) = [B]

The Max operator yields the maximal value of the domain in its scope; cf. Sharvit (1999).
Why do we need the Max operator? We need this to indicate the idea that FuncN has
the specific property as a function in such a way that the function delimited by a certain
argument must EXHAUSTIVELY SPECIFY the value yielded by that function.

2.2 Derivation
The present analysis proposes that a specificational sentence is derived, starting with
the FuncNP:

(6) FuncNP
FuncN’ DP
FuncN DP  (of) Japan
| [F]
capital
(of) Tokyo

With the inner argument of this FuncNP moved to SpecFoc(us)P in the manner of Hiraiwa
and Ishihara’s (2012) analysis of the cleft construction in Japanese, a specificational
sentence is derived.
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7 FocP

DP Foc’
Tokyo, [us]
. D FuncNP
is

the  FuncN’ DP

FuncN DP  (of) Japan

capital t

3. The Concealed Question
3.1 Structure and Derivation
In this section, we show how our syntactic derivation of the concealed question proceeds.

(a) the capital of Japan
(3) We figured out (b) the cause of the riot
(c) John’s dream

Take (3a). Let us start with a sentence that contains an interrogative complement clause
with an explicit wh-phrase.

(8) We figured out what is the capital of Japan.

We can say that the complement clause is a specificational sentence deriving with the
following FuncNP as the core.

capital] what] (of) Japan]

(9) [FuncNP[FunCN’[FuncN
[F,WH]

With the inner argument what, which is the value of the capital of Japan, raised to
Spec- FocP, we obtain a specificational clause.

(10) [g,.p What [ . is the [

Foc' |:DP

[EwH] [2F]

FuncNP[FuncN,[FuncN capital] what] of Japan]]]]

With the wh-phrase subsequently moved to SpecCP, the complement clause of (8) is
obtained.
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Our derivation of (3b) starts with the following FuncNP.

capital] Op ] (of) Japan]

(l 1) [FuncNP[FuncN' [FuncN
[E,WH]

We assume that this Op element bears [WH] feature and moves to SpecDP.

capital] x] of Japan]]]

(12) [DP Opx] D [DP the [FuncNP[FuncN'[FuncN

[WH] [#wH]

The Op clement is translated in the semantic representation as A-operator binding the
variable created in the inner argument position, the effect of which is to yield a set of
values y such that y is related to Japan by the relation of being the capital of y.

(13) N{p : p =[Fy.Max(Ax.capital([Japan],x)) = y]}

It is not standard practice to attribute the [wH]-feature to D, but this is our way to imple-
ment the idea, put forth by Frana (2017), that the concealed question is syntactically
a DP and semantically a question. Frana (2017, 16) cites Grimshaw (1979), who argues
in terms of selection that the concealed question is not allowed with just any predicate
that takes wh-complements. The concealed question is selected only by predicates which
select DPs.

(14) (a I {know / remember / guessed} what answer he gave.
(b) T {know / remember / guessed} the answer he gave.
(c) I {wonder /inquired / don’t care} what answer he gave.
(d) *I {wonder / inquired / don’t care} the answer he gave.

Pesetsky (1981) provides an alternative account in terms of case-assignment, so sentences
in (14d) are ungrammatical because the verbs used there are incapable of assigning case.
Sentences in (14d) become grammatical with the addition of a preposition, which assigns
case to the constituent immediately following it.

(15) I {wonder / inquired / don’t care} about the answer he gave.

However, Frana (2017, 16) observes that sentences of (15) are different in meaning from
the meaning expected of a concealed question. For example, Frana (2017, 16) observes,
“I wonder about the answer he gave.” can have, in addition to the meaning induced
by the concealed question, a meaning asking about the truth or appropriateness of the
answer, which is absent from the concealed question in (14b). This indicates that what
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the preposition about does not in (15) just assign case, but add some meaning which is
otherwise absent from the concealed question.

This shows that the concealed question is syntactically a DP with a specific meaning
as a question. In the next subsection we show that the concealed question is syntactically
a question, not just semantically a question, as Frana (2017) argues.

3.2 The Concealed Question Forms an Island
In this subsection, we show that there is evidence that the Operator that moves in the
derivation of the concealed question as in (12) bears the feature [wx].?

For this purpose, we consider constructions involving the noun reason, which
Higgins (1973, 136-138) characterizes as “one of a small number of nouns allowing
two complement sentences.”® From our point of view, reason is a FuncN that takes
a propositional expression that denotes a resulting situation as the outer argument
(delimiter) and the proposition or property that constitutes the reason as the inner
argument (value).

The noun reason can be part of specificational sentences as in the following.

(16) (a) The reason that John owns three cars is that he has a large family.
(b) That he has a large family is the reason that John owns three cars.

These specificational sentences derive from the following FuncNP.

(17) NP
N’ CP
N CP that John owns three cars

reason that he has a large family

With the inner CP focalized, we obtain the specificational sentence (16b). On our anal-
ysis, the following sentence with the concealed question is obtained with the inner CP
replaced by a null Op, which is moved to SpecDP.

(18) Mary is investigating the reason that John owns three cars.

2 Consideration in the present subsection was triggered by a question asked (independently) by
Alec Marantz and Heizo Nakajima.

3 Higgins (1973, 136-138) also points out proof, indication, effect as nouns taking two
complement clauses.
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Now, if the expression three cars is replaced by a wh-phrase, which undergoes
wh-movement, what we get is an ungrammatical sentence.

(19) (a) *How many cars is Mary investigating the reason that John owns?
(b) ??How many cars is Mary confirming the allegation that John owns?

The grammatical status of (19a) is considerably lower than that of (19b). The deriva-
tion of (19b) involves movement of how many cars across the complex NP headed by
allegation, and this type of wh-movement is known to result in “mild” violation. On
the other hand, (19a) contains the concealed question DP, which on our analysis is of
the following structure.

(20) [pp Op, [, D [p [[yreason] t] [, that John owns how many cars]]]
[WH] = [tr;w]

Movement of how many cars to the matrix SpecCP crosses DP, which in itself causes a “mild”
violation as in (19b), as well as Op, which our analysis claims bears the [WH]- feature.
A wh-phrase in SpecCP is also known to constitute an island with respect to wi-movement.

(21) ?*What, is Mary investigating where John lost t.?

Thus, on our analysis, wh-movement out of the concealed question structure (20)
involves two violations, one crossing DP and another crossing Op[wH], accounting for
the ungrammaticality of (19a).

3.3 The Head of the Concealed Question
So far the type of concealed question that we have observed is those examples in (3).

(a) the capital of Japan
(3) We figured out (b) the cause of the riot
(c) John’s dream

We have discussed so far that these sentences can be understood as concealed questions
by virtue of the nature of the head FuncNs. Now consider the following.

(a) the book which Mary is reading
(b) the girl who caused the trouble

(c) the car that John drives to work
(d) the bacteria that Mary is analyzing

(22) We figured out
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These expressions can be interpreted as concealed questions. But unlike those in
(3), what makes the concealed question interpretation possible in (22) is not the head of
the definite descriptions used in these. We cannot say that book, girl, car, and bacteria
are FuncNs. Rather, the real heads of these definite NPs are not what their pronounced
forms suggest. One piece of evidence for this idea comes from the use of the pronoun.

(23) We finally figured out [the girl who caused the trouble].. {It/*She.} wasn’t Mary.
If the real head of the NP in the brackets were gir/, the pronoun referring to it should
have been she. That the pronoun used here is it suggests that the real head of the definite
NP is something else.

We can think of each sentence of (22) as involving a silent head FuncN, which
could as well be pronounced as in the following.

(a) the title of the book which Mary is reading
b) the name of the girl who caused the trouble
24) We figured out |
(24) We figured ou (c) the make of the car that John drives to work
(d) the kind of the bacteria that Mary is analyzing

Here again, we have corresponding specificational sentences, with the bold-faced
FuncNs pronounced or silent.

(25) (a) Syntactic Structures is (the title of) the book which Mary is reading.
(b) Liza Jane is (the name of) the girl who caused the trouble.
(¢) Lexus is (the make of) the car that John drives to work.
(d) Spirochete is the (kind of) bacteria that Mary is analyzing.

The baseline underlying the bold-faced items in these sentences is the notion of identi-
fving. A book that someone is reading can be identified by mentioning its title, an indi-
vidual can be identified by his or her name, etc. Following up on this, we posit a class
of FuncNs labeled ID.

(26) ID = {name, title, make, kind, 9, . . . }

Name relates an individual with his or her name, title relates a book that someone is
reading with its title (name), etc. Thus, ID is a FuncN that relates X with something that
X is identified as.

Let us start with the specificational sentence (25a). This sentence derives from
the following FuncNP.
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(27) FuncNP

/\

FuncN’ NP

FuncN NP the book which Mary is reading
‘ [+F]

Syntactic Structures

With the inner argument focalized, we obtain the specificational sentence (25a). Now if
we put Op in the inner argument position of the same FuncNP and move it to SpecDP,
we get what we take to be the syntactic structure of the concealed question of (22a).

(28) DP

NP FuncNP

‘ /\

Op FuncN’ NP

FuncN NP the book which Mary is reading

ID X

With the Op translated in the semantic representation as A-operator, we obtain the set of
values x such that the book which Mary is reading is identified as x.

3.4 More on the Island

Is it possible to provide evidence that the Op whose movement is involved in the
derivation of the concealed questions in (22a—d) bears the feature [wH], just as we
observed the effect of the wh-island in section 3.2? This is not as straightforward as in
the observations made in section 3.2, because the concealed questions in (22a—d) are
of the form:

(29) DP

Op. FuncNP
[wa

FuncN’ DP

SN TS

FuncN ti RELATIVE CLAUSE

ID
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The method we employed in section 3.2 was to try extracting a wh-phrase in the
outer argument of the FuncNP out of the concealed question DP. Since this extrac-
tion exhibited island violations as in (19a), we decided that Op in SpecDP was itself
a wh-phrase.

However, the outer argument of the FuncNP in (29) is a relative clause, and the
extraction of a wh-phrase out of a relative clause incurs a strong violation, irrespective
of whether the relative clause is part of the concealed question or not.

(30) (a) *Who did Mary read the book that John gave to t.?
(b) *Who did Mary figure out the book that John gave to t.?

However, if we look at corresponding cases in Japanese, a wh-in situ language, it is
possible to detect a difference between a relative clause and a relative clause as part of
a concealed question. The reason is that a relative clause does not constitute an island
for (covert) movement of wh in Japanese.

(31) Mary-wa John-ga nan-nin-ni okut-ta  hon-o
Mary-Top John-Nom how-many-Dat  send-Past book-Acc
{a. yomi-tagat-te iru no? /b. ?*siri-tagat-te iru no?}
read-want is Q know-want is Q
“For how many x, Mary wants to {a. read/b. know} the book that John sent to x?”

If the verb is yom “read”, the object DP is a regular relative clause, and (covert)
wh-movement out of this relative clause causes no problem, while if the verb is sir
“know”, the relative clause is part of the concealed question, asking for the identity
(or title) of the book. There is considerable difference in acceptability between the two
cases, where the low acceptability of the b. case in which the verb is sir “know” and the
object DP is a concealed question is explained in terms of its derivation where (covert)
wh-movement out of the relative clause crosses Op[wH] in SpecDP.

4. Shades of Connectivity

4.1 Specificational Sentence = (Concealed) Q + Answer

The ambiguity of the following sentence involving a concealed question has been dis-
cussed at length by Romero (2005), who attributes it to Heim (1979).

(32) John knows the price that Fred knows.

Romero (2005) characterizes the ambiguity of this sentence as having Readings A and B
(Romero 2005, exx. (23), (24)).
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(33) Reading A: “John knows the same price that Fred knows.”
Reading B: “John knows what price Fred knows.”

Romero’s (2005) proposal to account for this ambiguity is, treating the intensional
verb know in such a way that she allows its intensional argument to arise either from
the extension of the NP or from its intension, reading A results when the extension
of the complement NP is used and reading B obtains when the intension of the NP
is used.

Romero (2007) considers that the ambiguity of (32) is reflected on the two
different ways in which pronoun-as-variable connectivity is realized. To consider the
two sentences provided by Romero (2007), we need to bear in mind the scenario set
by Romero (2007, 273-4, (37)). Here I have modified the story, to avoid the use of the
quantificational expression no gir/ as is used in Romero’s (2007) example sentences and
to stick to the expression every girl throughout.

(34) A group of 2-year-old girls from the Ukraine were given in adoption to several fami-
lies in Barcelona. The director of the adoption program encouraged the biological
relatives of each girl to keep in touch with her by writing letters, telling them though
that they should not identify themselves using their name, family relationship or
address. After a couple of years, the girls have developed some hypotheses about
who every secret writer may or may not be. For example, every girl thinks that the
one who writes to her most often must be her mother. In fact, they are all wrong about
that, since, for every girl, the one who writes to her most often is her uncle.

With this background story, let us consider the two sentences provided by Romero (2007):

(35) Reading A:
The anonymous writer that every girl, thinks must be her, mother is (in fact) her,
uncle.

(36) Reading B:
The anonymous writer that every girl, thinks must be her, mother is the one who
writes to her, most often.

Romero (2007) considers that (35) is related with Reading A of (32) because the description
in the post-copular position designates the extension (denotation) of the individual, and that
(36) is related with Reading B because the post-copular element designates the intension.

To cope with the Reading B sentence first, the following represents Romero’s (2007)
explication of (36), leaving out her semantic analysis based on this. (Romero 2007, 297,
ex. (127)).
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(37) Reading B:
(a) The anonymous writer that every girl. thinks must be her, mother is the one
who writes to her, most often.

(b) The anonymous writer that every girl, thinks must be her, mother is
[,peverygitt, thinks the one who writes to her, most often mustbe her, mother]

This idea is similar to the analytical apparatus that we will present shortly except for the
very important respect in which Romero (2007) derives the post-copular focal element
by applying deletion on IP, eliding non-constituent elements.

It has been pointed out by authors including Romero (2007) that a specificational
sentence consists of a concealed question and an answer to it, where deletion takes place
in the answer part under identity with the constituent forming the concealed question.
Now following up on this idea, we can think of (36) as a composite comprising the
following dialogue in a single sentence.

(38) Q: Tell me the anonymous writer that every girl, thinks must be her, mother?
A: The one who writes to her, most often.

The answer is a fragment, which has been claimed in such work as Merchant (2005),
Nishigauchi (2011), etc. to be derived by ellipsis to account for the connectivity effect
involving the pronoun-binding.

In the present analysis, we explore the possibility that the specificational
sentence (36) is derived from FuncNP with ID as its head. Notice that the following, in
which ID is spelled out as identity is tolerable.

(39) The identity of the anonymous writer that every girl, thinks must be her, mother
is the one who writes to her, most often.

The outer argument of this FuncNP delimits the range of 1D, so that this argument,
together with ID, counts as a question, and the inner argument provides the value, viz.
the answer to the question.

(40) FuncNP

/\

FuncN’ DP

PN

FuncN DP ‘question’
\ [+F]

D

‘answer’
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The claim that we make here is that the answer part that occupies the inner argu-
ment of the FuncNP comes in the form of a DP, not IP, parallel in form to the DP that
occupies the outer position, viz. the question part. More specifically, our claim is that
the concealed question containing a relative clause (the outer argument) and the answer,
also a relative clause (the inner argument), start out being derived in a parallel fashion,
then they get merged forming a FuncNP with ID as its head, and then the relative clause
CP gets deleted, leaving only the head DP behind.

The present analysis starts out with the two clauses deriving independently of
each other, one of which derives into a concealed question via relativization, the other
of which derives to be an answer to it, also via relativization.

(41) [;pevery girl. thinks that [, Op anonymous writer] must be her, mother]
[REL]

[pevery girl. thinks that [, Op one who writes to her, most often] must be her, mother]
[REL]

At this point, all the relevant pronouns are c-commanded by the quantificational expres-
sion, accounting for the connectivity effect seen in (36). Then relativization via head-
raising occurs on both parts.

(42)
DPj CP DPk /CP\
the writer OP TP the one who writes Op TP
to heri most often
every girl, thinks {; must be her; mother every girl, thinks t,_must be her, mother

DP, thus formed in (42) takes part in the formation of a concealed question.

(43) DP
Op D’
[WH}j /\
D FuncNP
FuncNP [H’WH]/\
T T = DP, FuncN’
DPl FuncN’
DPj CP FuncN x
DP. CP FuncN  Op
Coa o 2 AN
PN D the writer YP
the writer OP TP

every girli thinks t. must be heri mother
every girli thinks tj must be heri mother J
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The Op[wH] binding the variable x provides a set of values of the identity of the
writer. Next FuncNP is formed, with the DP thus formed as the outer argument, and
with DP, formed in (42) as the inner argument.

(44) FuncNP

DP FuncN’

Op D’ FuncN DP,

[wH] PN \ T
D FuncNP ID DP, CP

[uwg]/\ A /\
DP, FuncN’  ‘the one who writes Op Tp
/\ to heri most often
DP. CP  FuncN x every givhothinhs 1 mustbe hermother

AN N

the writer OP TP ID

every girl, thinks tj must be her, mother

The relative CP of DP,, now c-commanded by the concealed question CP occupying the
outer argument position, gets elided under identity. With this DP, focalized, we obtain
a specificational sentence:

(45) The one who writes to her, most often is the anonymous writer that every girl, thinks
must be her, mother.

With the post-copular constituent (concealed question) topicalized, we arrive at Romero’s
(2007) Reading B sentence (36).

(36) Reading B:
The anonymous writer that every girl, thinks must be her, mother is the one who
writes to her, most often.

Now let us turn our attention to Romero’s (2007) Reading A sentence (35).

(35) Reading A:
The anonymous writer that every girl, thinks must be her, mother is (in fact) her, uncle.

In fact, this is tougher of the two problem sentences posed by Romero (2007). As Romero
(2007, 275) observes, it is simply wrong to consider the post-copular constituent is
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anyway related with the following, which Romero (2007, 275) posits as a potential
D-structure or LF somehow related with (35).

(46) Every girl, thinks her; uncle must be her, mother.

In our analysis, if we simply applied the same analytical procedure used for the Reading B
sentence, we would derive a relative clause in the post-copular position, using (46) as
a starting point.

(47) The anonymous writer that every girl, thinks must be her, mother is (in fact) her,
uncle [that every girl, thinks must be her, mother].

Although this does secure the required connectivity, since (46) is wrong from semantic
viewpoints and does not correctly capture the meaning of (35), this approximation cannot
possibly be right.

In her analysis of (35), Romero (2007, 300) invokes a dyadic predicate writer of
with those characteristics, where those refers to the content of the pre-copular portion
of (35).

(48) The anonymous writer that every girl, thinks must be her, mother is [every girt’s-writer
with-those-characteristies her, oldest uncle] (Romero 2007, ex. (134b), 300)

Romero (2007, 300) attributes the idea of using a dyadic predicate in this connection
to Schlenker (2003). Although the post-copular portion of (48) is rather awkward, the
idea I think is well-taken in that this is an attempt to show that there was a point in
syntactic derivation in which her, oldest uncle was c-commanded by every girl, where
the two expressions are connected by a relational (dyadic) predicate which means “x
being a letter- writer, or a correspondent of y””.

Romero’s (2007) idea as seen in (48) can be implemented in the present analysis
by positing a FuncN R, which denotes a salient property or relation that is established
in the discourse context, borrowing from Cooper’s (1979) analysis of Donkey sentences
and discourse referents. Pursuing this line of thought, we posit the following FuncNP.

(49) [pyenplevery girl] [ R] [uncle of her(s)]]]
In this FucNP, the head R stands for a relation of “x being a letter-writer, or a correspon-
dent of y”’. With uncle of hers focalized and then moved to the head position, we obtain

the following relative clause.

(50) [DPher uncle] [pOP t, is [pp [every girl’ s] [Funenp t ; [runen' [puneny BRI 6111
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Continuing to hypothesize that the pre-copular portion of the Reading A sentence
is a concealed question, formed with the same relative clause that we constructed in the
derivation of the Reading B sentence, the structure of the Reading A sentence is derived
from the following FuncNP with ID as its head.

(51) FuncNP
DP FuncN’
Op D’ FuncN DP2
[WHﬁ /\ ‘ /\
D FuncNP ID DP CP
[uwa] £
DP, FuncN"  heruncle Op TP
DP. CP  FuncN x L VP
N N N\
the writer OP Tp ID is DP
every girl. thinks tj must be her, mother everyone’s R t,

4.2 “Partial Connectivity”
What is common in Romero’s (2007) analysis and the present analysis is that, while we
both consider that connectivity is fully respected in the analysis and syntactic derivation
of the Reading B sentence—recall, in our structure (44), both the constituents ending up
as the pre-copular constituent and the post-copular constituent contain the identical TP,
we both consider that, in the analysis and derivation of the Reading A sentence, connec-
tivity is only partially respected, to the extent that the post-copular portion derives from
a structure in which the pronoun finds its binder in a minimal way.

That this is on the right track can be seen by looking at the relevant data in Japa-
nese. In Japanese as well, what corresponds to the Reading B sentence exhibits full
observance of connectivity.

(52) Reading B:
Dono-ko-mo, {sono-ko-no /zibun,-no} hahaoya da to omot-te-iru buntuu-aite-wa
every-kid  that-kid-Gen self-Gen mother Cop thatthink-be letter-partner-Top

{sono-ko.-ni / zibun-ni} itiban takusan tegami-o kai-ta hito da
that-kid-Dat self-Dat most many letter-Acc write-Pst person Cop

“The letter-writer who every kid thinks is {her/ self’s} mother is the person who wrote
most letters to {her/ self}.”
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In this sentence, both the pronominal sono-ko “that child” and the reflexive
zibun “self” can be understood as being bound by the quantificational subject dare-mo
“everyone”. Connectivity is fully respected, so we can maintain that derivation of (52)
proceeds essentially the same way as in the corresponding sentence in English (36).

On the other hand, the following is what corresponds to the Reading A sentence
in Japanese.

(53) Reading A:
Dono-ko-mo, {sono-ko,-no /zibun-no} hahaoya da to  omot-te-iru
every-kid that-kid-Gen self-Gen mother Cop that think-be
buntuu-aite-wa zitu-wa  {sono-ko.-no/ ??zibuni-no} ozi  da.
letter-partner-Top in-fact  that-kid-Gen self-Gen  uncle Cop

“The letter-writer who every kid thinks is {her / self’s} mother is in fact {her /
??self’s} uncle.”

What is remarkable about this sentence is that, while both the pronominal sono-ko “that
child” and the reflexive zibun “self” are possible in the pre-copular portion (by which
I mean the portion to the left of the topic marker wa), only the pronominal, and not the
reflexive zibun is possible in the post-copular portion.

The crucial difference between a pronominal and the reflexive zibun is that
the latter’s binding requires not only the structural relation of c-command but also
some semantic factors which have to do with “point of view” or logophoricity.
For a recent consideration of such factors with reference to syntactic structure, see
Nishigauchi (2014). Thus, the fact that the reflexive zibun is possible in the post-
copular portion in the Japanese sentence corresponding to the Reading B sentence
indicates that there was a point in the derivation of the post-copular portion of this
sentence in which what may be identified as a “logophoric agent” was present. On
the other hand, the fact that the Japanese sentence corresponding to the Reading A
sentence does not allow the occurrence of zibun indicates that there is no presence
of'a “logophoric agent” in the derivation of the post-copular portion of this sentence.
In other words, while it can be understood in such a way that both the pre-copular
and post-copular portions of the Reading B sentence represent the girls’ point of
view, which is reflected on the fact that zibun can be used in the both positions,
there is a split of points of view in the Reading A sentence in such a way that while
the pre-copular portion can represent the girls’ point of view, if zibun is used there,
the post-copular portion represents the speaker’s point of view, which leads to the
extensional interpretation. And just this point is made observable by looking at the
corresponding sentence in Japanese.

And this insight can be captured if derivation of the post-copular portion of (53)
proceeds in the same way we derived the corresponding portion of (35). The post-copular
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portion of (53) derives from the following FuncNP, in which we make the head explicit,
rather than the contextually determined R:

(54) FuncNP

DP FuncN’
dare—moi(—no) DP FuncN
everyone-Gen ‘
{sono—koi—no/ Zibuni—no} ozi  buntuu-aite
that-kid-Gen self-Gen uncle letter-partner

If we make a relative clause, just as we made (50) in English, using this FuncNP as the
core, the result is the following.

(55) dare-mo,-no  buntuu-aite  de-ar-u {sono-ko-no /*zibun-no} ozi
everyone-Gen letter-partner be-Pres  that-kid-Gen  self-Gen uncle
“{her, /??self;’s} uncle who is everyone,’s letter-writter”

Remarkably, the reflexive zibun as part of the head of this relative clause is low in accept-
ability, while the pronominal sono-ko “that child” is acceptable. This is in conformity
with the pattern observed in (53), and it is a reasonable possibility that the derivation of
the post-copular portion of (53) goes through this structure. This derivation captures just
the degree of connectivity required by the post-copular portion of (53)—pronoun-as-
variable connectivity is warranted because of the quantifier c-commanding the pronom-
inal in the derivation of (55), while no logophoric agent is involved in the derivation of
(55), which accounts for the unacceptability of zibun in (53).

Notice once again that these fine shades of connectivity, which required Romero’s
(2007) insight to be brought to light on an intuitive basis, can be made observable by
looking at corresponding examples from Japanese.

5. Conclusion
The central idea of the present paper has been that the specificational sentence and the
concealed question are closely related phenomena. The idea that we have put forth in
the present work is that the specificational sentence and the concealed question are
isomorphic in their syntactic structures, not just in terms of their semantics.

We have argued that the specificational sentence and the concealed question derive
from what we call the Functional Noun Phrase (FuncNP) which has the specific structure
in which the head FuncN denotes a relation between its two arguments, where the outer
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argument delimits the semantic domain (range) of FuncN R, and the inner argument
exhaustively specifies the semantic domain of FuncN delimited by the outer argument.
With the inner argument moved to SpecFocP, we obtain the specificational sentence.
The present paper derives the concealed question in a fashion strikingly parallel with
the derivation of the specificational sentence: We posit Op as the inner argument of the
FuncNP, which is moved to SpecDP.
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Abstract: This paper analyses the structural properties of locative inversion, a construc-
tion where the UG intentional feature [DI] (discourse intention) is valued by a locative
phrase, thus obtaining an event-reporting thetic statement which describes an eventu-
ality framed in some spatio-temporal coordinates. I argue that the differences between
Spanish and English in the construction can be explicitly accounted for in terms of
the different locus of [DI] in each language: in Spanish, [DI], an edge feature in C, is
inherited by T and this makes locative inversion one of the unmarked possibilities for
EPP-satisfaction; in English, on the contrary, [DI] remains in C, and this makes locative
inversion a context-dependent operation heavily restricted by pragmatic factors. I also
discuss some implications of the analysis, particularly the conflict between computa-
tional economy and interface economy in certain derivations and the empirical predic-
tions which follow from this fact.

Keywords: locative inversion; discourse intention; thetic statement; parametric varia-
tion; EPP

1. Introduction

One of the programmatic assumptions of the Minimalist Program, as defended in
Chomsky (1995) and subsequent work, is that languages incorporate a computational
mechanism that generates a number of expressions which are transferred for interpreta-
tion to two interfaces: the sensory-motor system and the conceptual-intentional system.
This way, the linguistic mechanism generates usable structures, i.e., expressions which
are pronounceable, make a contribution to the LF (i.e., they are interpretable) and are
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discourse-legible (i.e., they are intentionally adequate). One of the goals of the linguistic
theory is then to explain how the formal system connects with the systems of use and
which possibilities of variation across languages are opened in the relevant interfaces.

Along these lines, this paper explores a possible source of linguistic variation
which involves not a formal feature, but an interface feature which is informational in
nature: the core intentional feature [DI] (discourse intention). 1 first define core inten-
tional features in general and the feature [DI] in particular, and I describe the process
of valuation of this feature; for this, I summarize my proposals in Ojea (2017). In
Section 3 I use the process of locative inversion (LI) in English and Spanish to explore
the structural consequences which follow from a parametric difference in the locus of
the feature [DI]. In doing so, I address the tension between computational economy
and interface economy in LI, and the mechanisms that the two languages employ to
compensate for it. Section 4 offers some conclusions.

2. Core Intentional Features

In Ojea (2017) I proposed that all sentences have an intentional structure which neces-
sarily includes at least two so-called core intentional features: [DI] (discourse inten-
tion), which marks the point of departure of the proposition and [IF] (intentional focus),
which marks its intentional focus in the sense of what E. Kiss (1998) termed infor-
mational focus (i.e., the nonpresupposed information marked by one or more pitch
accents; cf. E. Kiss 1998, 246).

Core intentional features (CIFs), though informational in nature, should be distin-
guished from standard pragmatic features such as fopic or focus, even though both types
interact in a crucial way (see below). While pragmatic features are optional and strictly
context dependent, CIFs are part of our grammatical competence and, as such, they
belong to the inventory of UG and are subject to parametric variation. The implication
is that CIFs have the same status in the derivation than formal features: both of them
co-operate to obtain a fully convergent object and both of them determine linguistic
variation. As for their placement, the assumption is that CIFs sit in the relevant phases,
which means, if one adopts the static approach to phases in Chomsky (2008), that there
will be (at least) one CIF in CP and one in v¥*P. Here I will focus on the CIF in CP, the
feature [DI], which marks the intentional base of a proposition (i.e., its point of depar-
ture) and serves to organize the intentional structure so that it fits one of the two points
of view from which a state of affairs can necessarily be regarded:!

1 Theidea that statements must necessarily be categorical or thetic started with the philosophers
Brentano and Marty in the 19th century and gained syntactic relevance after the work of Kuroda
(1972). This categorical/thetic distinction is cross-linguistically reflected in the grammatical
component, either structurally (syntactically or morphologically) or phonologically (see Sasse
[1987], Ladusaw [2000], and Breul [2004] for references and discussion).
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a)  asacategorical statement, an intentionally bipartite structure where an entity is named
(the logical subject) and something is predicated about it (the logical predicate);

b) as an event-reporting thetic statement, a single intentionally-unstructured complex
which merely expresses a state of affairs located in some spatio-temporal coordinates.

Since [DI] marks the point of departure of the proposition, we expect a categorical state-
ment to obtain when [DI] is valued by a category which embodies an entity (i.e., a refer-
ential DP) and a thetic statement to follow when [DI] is valued by some locative category
which frames the event in place or time.> Any attempt to formalize the role of core inten-
tional features in the derivation must then determine what forces one category over the
other to be the intentional base and how exactly this process of valuation is effected.

2.1 Valuation of [DI]

The proposal in Ojea (2017) is that valuation of [DI] is always done on prominence
conditions, but these conditions are different when the sentence is context-free than
when it is context-sensitive.

In the former case, that is, in sentences which inaugurate the discourse or consti-
tute a discourse in themselves (d-sentences), valuation of [DI] will be regulated by the
computational mechanism, only attending to the particular output of external merge:
the most prominent constituent structurally after E-merge will be targeted to value [DI]
i.e., will be the intentional base of the sentence. Valuation of [DI] in d-sentences is then
a matter of computational efficiency, an optimal way to link the structure obtained after
E-merge with the intentional module.

On the contrary, in those sentences which are integrated in a particular communicative
situation, valuation of [DI] will be regulated by the pragmatic component: the most promi-
nent constituent pragmatically will be targeted to value [DI]. As is standardly assumed,
when a sentence is in context, constituents are endorsed with pragmatic features that signal
them as some type of [topic] or [focus], activated by previous discourse conditions. With
respect to topics, here I adopt the classification in Frascarelli and Hinterhélzl (2007) and
Bianchi and Frascarelli (2010), where a distinction is made among A(boutness-shift) topics,
C(contrastive) topics and G(iven) topics. As defined there, A-topics and C-topics pertain to
the dimension of CG management (Krifka 2007), that is, they mark the sequence of conver-
sational moves that condition the development of the common ground (i.e., the part of the
information state shared by the speaker and the hearer at a given point); on the contrary,
G-topics relate to the dimension of CG content, that is, the truth-conditional information
accumulated up to a given point in the conversation. Thus understood, G-topics do not
affect the conversational dynamics and show the highest degree of connection with the

2 Theneed forthe DPto be referential in categorical statements follows from the presuppositional

status of the intentional base in this type of judgements (see Ojea [2017] for details).
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common ground; actually, Bianchi and Frascarelli (2010) contend that they are always
contextually entailed and co-refer with a salient antecedent. If a constituent is labelled as
a [G-topic] this constituent will therefore be the most prominent pragmatically, prominence
understood here as explicit connection with the common ground.

2.2 Parametric Variation

As argued above, [DI] is an UG feature which guides all derivations (i.e., all sentences
must have a discourse intention), and, as expected, is subject to parametric variation. It
must be treated as an edge feature which sits in a phasal functional category and makes
it a probe. In Chomsky’s standard models, TP is not a phase but can inherit (some) edge
features from C. In this respect, Jiménez-Fernandez and Miyagawa (2014) proposed
that languages can be classified as agreement prominent or discourse prominent on the
basis of which type of features—formal features or discourse features—are inherited
by T from C. The term discourse feature in Jimenez-Fernandez and Miyagawa’s (2014)
system means pragmatic feature, that is, topic and focus. Their theory therefore predicts
that any constituent annotated as some type of topic or focus may eventually sit in
[Spec, TP] in discourse-prominent languages.?

I adopt their proposal here but restricting the discourse features that may consti-
tute a source of parametric variation to core intentional features, the only obligatory
ones. Therefore, parametrically, T can inherit only formal features, only core inten-
tional features or both.

Spanish is, in this respect, a language in which TP inherits both, the formal features
in C and the core intentional feature [DI]. Adopting standard vocabulary, I will call EPP
features those edge features which force internal merge in TP. As standardly assumed in
the relevant literature (cf. Contreras 1991; Olarrea 1996; Ayoun 2005; Villa-Garcia 2018,
among others), the formal features inherited by T in Spanish are not EPP-features: they
attract the verb but only establish an Agree relation (with no further attraction) with the DP
subject, that is, the DP bearing Case, person and number features in its local c-c domain.*
Therefore the DP subject can remain postverbally and value its @-features and Nomina-
tive Case in its underlying position in the verbal projection (cf. Eguzkitza and Kayser
[1999] for a discussion of the structural Case of postverbal subjects in Spanish). On the
contrary, the core intentional feature [DI] inherited from C is an EPP feature in Spanish

3 In the theory of core intentional features defended here, on the contrary, only referential DPs
or locative constituents, when they constitute an adequate intentional base (i.e., when they are
the most prominent in the relevant sense), can occupy this position; as for topics different from
G-topics and foci, they must be merged in some functional projection in the CP space (see Rizzi
[1997] and related work for the articulation of the left periphery of the sentence).

4 The term subject with no further specification is used here to refer to the DP which displays
morphological agreement with the inflected verb.
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(i.e., the EPP is informational in nature in this language) and T must therefore probe an
adequate goal to value it: as argued, the goal for [DI] must be either a DP expressing an
entity (a categorical statement following) or a locative category framing the event in place
or time (a thetic statement being obtained in this case):’

(1) [,[,[DI]  DP/XP[loc]

In the case of d-sentences, it is structural prominence that determines which category
(nominal or locative) will be targeted as the intentional base. This means that the order
of the constituents in d-sentences in Spanish will heavily depend on the type of predi-
cate which heads the sentence. If one assumes that the VP projection is organized in
terms of thematic prominence, the external argument (projected in the specifier of v*P)
is structurally the most prominent constituent in the verbal phrase, given that it is the
first potential intentional base in the closest c-c domain of T. As a result, with verbs
which have an argument structure such as that in (2) (i.e., transitive [3] and unerga-
tive [4] verbs), the DP external argument will be targeted to [Spec, TP] to value [DI],
and the sentence will unmarkedly have a SV order and a categorical reading:

) e [ [PI) [, DP [, V PPloc].. .]]]]
L S

(3) (a) Irene ha publicado su libro en Anagrama.
Irene have-prs.3sG  publish-pTcP.PRF  her book in Anagrama

(b) #En  Anagrama ha publicado Irene su libro.
In  Anagrama have-Prs.3sG  publish-pTcP.PRF Irene her book
“Irene has published her book in Anagrama.”

(4) (a) EI  mendigo ha dormido en el  parque.
The beggar have-prs.3sG  sleep- pTCPPRF in the park

(b) #En el  parque ha dormido el  mendigo.
In the park have-prs.3sG  sleep- PTCP.PRF the beggar
“The beggar has slept in the park.”

5 This latter option also includes the verb when it enters the numeration in the perfective
(escribio “wrote”/ha escrito “has written”) or the progressive aspect (esta escribiendo “is
writing”), given that the aspectual morphology in these cases can be said to add a [loc] feature to
the lexical structure of the verb (cf. Ojea [2017] for details).
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Note that (3a) and (4a) are d-sentences and, therefore, they display the canonical
order of constituents; (3b) or (4b), on the contrary, are clearly context-dependent, and
can only be used in a communicative situation where the locative is understood as
a contrastive focus (projected, then, in one of the categories of the CP domain).

A subset of verbal predicates in Spanish, such as faltar, sobrar, ocurrir, haber,
etc., have a locative external argument (cf. Fernandez Soriano 1990); this locative will
then necessarily be the intentional base in d-sentences, which, as a result, will unmark-
edly have a VS order and a thetic reading:

(5) lep [ [P1 [, PP, V' DP.. .]1]]
LS

(6) (a) En esta lista falta mi  libro.
In this list lack-prs.3s¢ my book

(b) #Mi libro falta en esta lista.
My book lack-prs.3sG in this list
“My book is missing on that list.”

As before, a sequence such as (6b) can only be the result of focalization of the DP under
specific contextual conditions (i.e., cannot be an all-new sentence).

Finally, if the verb lacks an external argument (i.e., in unaccusative structures), all
the constituents in the verbal phrase are in the same minimal domain, which means that
the DP and the locative PP are structurally equidistant for the external attractor T and
can therefore serve as the intentional base to be targeted into TP (cf. Chomsky 1995;
Collins 1997; Rizzi and Shlonsky 2006, among others):®

(©) Lep Lo [121] [ V D‘P P‘P...]]]]

In Spanish, d-sentences with unaccusative verbs can therefore have a more flexible word
order, with both orderings, SV as in (7a) and VS as in (7b), being equally unmarked:

6  Unaccusative verbs have customarily been defined as semantically light verbs which have
no external argument (cf. Perlmutter 1978; Burzio 1986; Levin and Rappaport 1995; De Miguel
1999; Irwin 2012, among others). The class is not uniform, though, and here I restrict to those
unaccusatives which denote existence and inherently directed motion, since they pattern together

with respect to locative inversion.
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(7) (a) Los rosales no florecen en mi jardin.
The rosbushes not flourish-prs.3PL in mi garden

(b) En mi jardin no florecen los rosales.
In my garden not flourish-prs.3PL the rosebushes
“Rosebushes do not flourish in my garden.”

Examples (3), (4), (6) and (7) show that, in Spanish, structural prominence after the
numeration determines the particular intentional base (DP or PP[loc]) to be targeted and
thus both, the word order and the intentional structure of those sentences which are not
inserted in a particular communicative situation.

English, on the contrary, is an agreement prominent language where T only
inherits formal features from C, i.e., the EPP is formal in nature and always forces a DP
bearing person and number features into [Spec, TP], no matter its structural promi-
nence. Word order in d-sentences in English is, as a result, fixed, which means that
derivations whose numerations are equivalent to those in (3), (4), (6) and (7) above will
necessarily result in an SV order:

(8) Irene has published her book in Anagrama.

(9) The beggar has slept in the park.

(10) My book is missing on this list.

(11) Rosebushes do not flourish in my garden.

As for [DI], it remains in C in English and is therefore accessed at the interfaces. In
particular, it is unmarkedly valued in the phonological component, with pitch reflecting
the double (categorical) or single (thetic) intentional structure of the sentence: in cate-
gorical statements (12a), both, the subject and the predicate in VP, receive high pitch;

in thetic statements (12b), only the subject does (cf. Sasse 1987):

(12) (a) [PEter] has [SMILED]
(b) [PEter] has died

Significantly, the phonological properties in (12) correlate with the type of verb which
heads the sentence, similarly to the way in which word order in Spanish does: with tran-
sitive and unergative verbs—that is, with verbs which have an external argument—the
sentence has a double pitch and the reading is unmarkedly categorical, whereas with
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unaccusatives—light verbs with no external argument—the sentence has a single pitch
and the reading is unmarkedly thetic.

3. Locative Inversion

Under this approach, Locative Inversion (LI) can be analyzed as a syntactic operation,
motivated for convergence with the intentional interface, where a locative phrase is
targeted to value [DI] and obtain a thetic statement. I will provide a principled account
of'its structural properties along these lines, showing how the relevant contrasts between
English and Spanish basically follow from the fact that LI is an (unmarked) option of
EPP-satisfaction in Spanish but not in English.’

Most accounts of LI agree on the discourse value of this construction, which
involves the anticipation of a locative setting more familiar in discourse terms than the
DP subject which is (re)introduced in the scene. There have been, though, competing
hypotheses about the landing site of the locative (TP or CP) and about the structural
position of the subject (whether it remains in its underlying position or not).*

The predictions my theory makes in this respect are straightforward:

a)  The landing site of the locative will vary parametrically depending on whether the
language is agreement prominent, and therefore [DI] remains in CP, or discourse
prominent, and thus [DI] is inherited by TP and constitutes an EPP feature. With
respect to the two languages at stake here, English belongs to the former group
and Spanish to the latter, and therefore the locative will end up in CP in English
but in TP in Spanish.

b) The position of the subject will also depend on this parametric option: if the
language is agreement prominent and the EPP formal in nature, the [Spec, TP]
position needs be occupied by a DP category which values the formal features
of T (i.e., the DP subject must necessarily be connected to this position); on the
contrary, if the language is discourse prominent and the EPP informational in
nature, the [Spec, TP] position can be unmarkedly occupied by a DP or PPloc (i.e.,
the DP subject will only be connected to this position if it is the most prominent
of the two). Again, English belongs to the former group and Spanish to the latter.

7  As will be made clear below, the construction does not involve a process of inversion as
such, but a process which forces the subject to remain in its underlying position within the verbal
phrase (from where it can be eventually extraposed to a sentence-final position; cf. Culicover
and Levine 2001); I will nonetheless use the traditional term locative inversion for convenience.
8  For different analyses of locative inversion, see Coopmans (1989), Bresnan (1994), Birner
(1996), Levin and Rappaport (1997), Culicover and Levine (2001), and Rizzi and Shlonsky
(2006), among others.
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The main contrasts between Spanish and English in the construction are therefore
expected to follow from the different properties of the core intentional feature [DI]
in each language. In particular, the fact that [DI] is an EPP feature in Spanish makes
locative inversion less restricted here than in English: LI in Spanish is not context-
dependent, it is compatible with all type of verbs and it is not a root phenomenon (i.c.,
it is compatible with all types of clauses); English LI, on the contrary, will be more
constrained in these three aspects.

3.1 LIIs Possible in D-sentences in Spanish but Not in English

In Spanish the EPP, put bluntly, forces all sentences to have an intentional base in the
narrow syntax and, therefore, LI is but one of the options available in the grammar
to satisfy this principle and obtain a thetic reading. A locative phrase is actually the
unmarked option to value the [DI] EPP feature in Spanish when it is the most promi-
nent constituent structurally, that is, the external argument of the verb as in (6a) above,
or equally prominent than the DP subject as in (7b); these sentences, repeated here for
convenience, can therefore be d-sentences and, as such, proper answers to the question
What's happened?, standardly taken as an indicative that they are all-new:

(13) En esta lista falta mi libro.
In this list lack-prs.3sG  my book
“My book is missing on that list.”

(14) En mi jardin no florecen los rosales.
In my garden not flourish-prs.3pL the rosebushes
“Rosebushes do not flourish in my garden.”

As expected, this is not an option in English, where the [DI] feature remains in C and is
only accessed at the interfaces, that is, after the sentence has been pragmatically anno-
tated in relation with the particular communicative situation in which it is inserted. The
sentences equivalent to (13) and (14) will then never be possible as all-new utterances, as
the English paraphrases show.

Since LI is a mechanism which forces a particular intentional reading of the clause,
we expect it to be more productive in context-annotated sentences than in context-free
ones. In this respect, one should bear in mind that, when in context, certain constituents
are labelled as (some type of) topic and/or focus, and that these pragmatic features have
a crucial role in the corresponding derivations, to the extent that valuation of the CIF
[DI] is effected on pragmatic prominence in this case. As argued above, G-topics are
pragmatically more prominent than the rest and, therefore, if a DP or a locative phrase
is annotated as [G-topic] it will be targeted to value [DI] even if the necessary deriva-
tion is costly in computational terms. In other words, when the sentence is in context
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derivations must be evaluated on the basis not only of computational economy but also
of interface economy (on the notion of interface economy, see Reinhart 2006). As I will
show next it is precisely the tension between the two that brings about another impor-
tant difference between the two languages.

3.2 LIIs Possible with All Verbs in Spanish but Just with Certain Verbs

in English
In Spanish, [DI] is an EPP feature and, therefore, as shown in (15), if a locative G-topic
is targeted to be the probe with verbs which have an external argument (i.e. transitive or
unergatives verbs) there can be an intervention problem:

(15) Lep Ly [P [op DP [y PPlocig - - 1111

N/

Given that computational economy and interface economy clash here, we expect the
construction to be allowed only if it constitutes an indispensable means to make the
sentence fit in context, something that happens when the locative is d-linked through
deixis to a contextual antecedent which the speaker wants to retake as the file card
under which to organize the rest of the information (cf. Reinhart 1981). LI will then
be possible in Spanish with any verb (including unergatives and transitive verbs, such
as conocer “meet” in [16]), provided the prepositional G-topic contains some explicit
deictic mechanism, such as the demonstrative esa “that” in (16a) or the adverb precisa-
mente “precisely” in (16b); a sequence as (16¢), on the contrary, will only be possible if
the locative is understood as a contrastive focus in CP (i.e., it is not a case of LI):

(16) (a) En esa biblioteca conocio Maria a su  marido.
In that library meet-pST.3SG ~ Mary at her husband
“In that library, Mary met her husband.”

(b) Precisamente en la Dbiblioteca conocid Maria a su marido.
Precisely in the library meet-pST.3sG Mary at her husband
“Precisely in the library, Mary met her husband.”

(c) #En la  biblioteca conocid Maria a su  marido.
In the library meet-pST.3sG ~ Mary at her husband
“In the library, Mary met her husband.”

In the case of English, targeting a locative G-topic into CP to value [DI] will be, in prin-

ciple, computationally unproblematic if the derivation ensures that the (formal) EPP
principle is satisfied. For reasons of space I cannot get into the specifics of the analysis
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here but suffice it to say that the need to satisfy the EPP in English forces a computati-
onally-costly (c)overt expletive there in [Spec, TP], so that the formal features of T are
valued whilst the DP subject stays in a VP-internal position, a requirement for it to be
read as discourse new:’

,,,,,,,,,

Therefore, LI will only be possible in English with verbs which are compatible with
expletive there, that is, with copulative verbs, certain unaccusatives and unergatives
which have been pragmatically emptied of semantic content, along the lines in Guéron
(1980) (see Irwin [2012] for details).'®

3.3 LIIsaRoot Phenomenon in English but Not in Spanish

Finally there is a third difference between English and Spanish which determines the
productivity of the construction and follows straightforwardly from the locus of [DI] in
each language. In English, [DI] is in CP and thus LI is a root phenomenon disallowed
in clauses which do not have an independent illocutionary force (i.e., infelicitous in the
same structures which disallow embedded topicalization; cf. Stowell 1981):

(18) *That on that chair was sitting your brother is undeniable.
(19) *If on that chair is sitting your brother, why don’t you sit in the sofa?
(20) *I regret that on that chair had sat your brother.

On the contrary, in Spanish [DI] is an EPP-feature present in every sentence. Therefore
the construction can be found in all kind of contexts, including non-assertive ones:

9  Expletive there is a locative category which has traditionally been understood as a place
holder in [Spec, TP] to satisfy the EPP in certain constructions; see Chomsky (2008) for the
assumption that this expletive can be null in LI. Recent analyses of there-structures argue that
the expletive is initially placed in the verbal phrase, where it is sensitive not only to the argument
structure of the predicate but also to its lexical structure; this would, for example, serve to capture
the (in)compatibilily of certain classes of unaccusatives with there (cf. Deal 2009; Irwin 2012
and references therein).

10 Levin and Rappaport (1997) exemplify different cases of LI inversion with unergative
verbs, all of which are semantically light in the particular contexts in which the sentence is

inserted.
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(21) Que en esa silla estaba sentado
that in that chair be-PST.3SG  Sit-PTCP.PFV
tu hermano es innegable.

your brother  be-PrS.3sG  undeniable
“That your brother was sitting on that chair is undeniable.”

(22) Si  en esa silla esta sentado tu hermano,
if in  that chair be-PRS.3SG sit-PTCP.PFV  your brother
(porqué no te sientas en el sofa?
why not you sit-PRS.2SG in the  sofa

“If your brother is sitting on that chair, why don’t you sit in the sofa?”

(23) Lamento que en esa silla se
regret-pPRS. 1SG that in that chair himself
hubiera sentado tu hermano.

have-SBIV.PST.3SG sit-PTCP.PFV your brother
“I regret that your brother had sat on that chair.”

Again, the parametric difference between English and Spanish with respect to the
feature [DI] serves to explain the different possibilities of distribution of LI in both
languages.

4. Conclusions

I have approached locative inversion as a mechanism cross-linguistically available to
obtain a thetic statement where the subject is presented just as a participant in a situa-
tion framed by a locative constituent (i.e., not as the logical subject). This intentional
reading requires a locative phrase to be targeted to value the core intentional feature
[DI], understood here as a UG feature subject to parametric variation. I have shown
that most of the differences between locative inversion in English and Spanish actu-
ally follow from a parametric difference between the two languages with respect to the
placement of [DI]: it is an EPP feature inherited by T in Spanish, but not in English
(where it remains in CP), and this determines the structural properties of the construc-
tion and its distributional restrictions. The proposal defended here in terms of the core
intentional feature [DI] thus makes it clear the role of information structure as an inte-
gral part of the grammar, with no need to resort to a discourse-based articulation of the
sentence (i.e., the focus structure in Erteschik-Shir [1997] or Breul [2004]), something
which eventually serves to maintain the programmatic distinction between grammatical
and pragmatic competence even when dealing with the intentional articulation of the
sentence.
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